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With the recent trend to require automotive aerodynamic testing in wind tunnels with rolling-road floors, this
study investigates the impacts of the ground configuration on the aerodynamic characteristics of a generic estate-
type vehicle — the DrivAer-Estate. This is based on a comparison between time-dependent computational pre-
dictions for two configurations: one with a stationary ground with stationary wheels, and another with a moving
ground and rotating wheels. This study quantifies the time-averaged flow structures, wake dynamics, surface
pressure distributions and aerodynamic loadings, and by comparing these for the two cases. This study determines
the distinct flow features and the mechanism of how different ground simulations affect the aerodynamic char-
acteristics. Predictions using an Improved Delayed Detached Eddy Simulation (IDDES) model are validated where
possible against time-mean wind-tunnel measurements, providing confidence in the simulation results. Indeed,
the results show that due to the distinct flow features generated by estate-type geometries, the ground configu-
ration only locally alters the flow field in close proximity to the ground, and therefore its impact on the flow near
the automobile surfaces and in the wake is limited. Regarding the aerodynamic loadings, only the underbody
surface pressure is found to be sensitive to the ground simulation, which leads to a variation in the lift coefficient
by a factor of approximately two. However, the impact on the drag prediction is minimal, with the two drag
coefficient predictions within 3% of each other, and consistent within the range of values from previous wind-
tunnel tests.

1. Introduction Zhang et al., 2006), there has been a move to reproduce the relative

motion by moving the ground plane in the wind tunnel, i.e., with a rolling

Automotive aerodynamics has witnessed remarkable development
over the past decades, with extensive research and development
contributing to improved fuel efficiency, reduced wind noise and better
engine cooling, amongst other things.

The study of automotive aerodynamics in a wind tunnel changes the
reference frame requires the use of a fixed vehicle with the fluid moving
past. In contrast to the on-road use of vehicles which passes through the
air and can be subject to environmental factors, this change of reference
improves the ability to study the aerodynamic forces and wake charac-
teristics. Automotive wind tunnel testing is undertaken with a vehicle
fixed reference frame by moving the fluid over the vehicle. This re-
produces the relative motion of the vehicle moving through the fluid,
however it does not reproduce the relative motion of the vehicle and
ground. As this is known to alter the aerodynamic behaviour of some
vehicles, particularly those close to the ground (Hennig et al., 2011;

road. Wind tunnel testing with a moving belt is now mandated by the
Worldwide Harmonised Light Vehicles Test Procedure standards (WLTP)
(Worldwide harmonized Ligh). However, the magnitude of the effect
may differ depending on the car features (including wheels or afterbody
features such as spoilers) and external geometry. Since the installation of
a rolling road is a substantial and expensive undertaking, it seems
worthwhile to try to quantify the expected modifications to the aero-
dynamics depending on automobile type.

Bearman et al. (1988) classified the wakes of automotive geometries
into two modes: the longitudinal vortex mode and the
quasi-axisymmetric recirculating mode. They further commented that
ground effect is more pronounced on the former mode by showing a
strong interference between the downwash induced by the vortex pair
and ground motion. This is why they proposed that the effect of ground
motion is sensitive to underbody structures, such as the rear upsweep
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angle (diffuser) and the ground clearance, as these features may interfere
with the formation of wake longitudinal vortices. The effect of ground
motion is more significant with a reduced ground clearance, as the mo-
mentum deficit caused by the presence of the ground boundary layer
needs to be imposed in a more confined region. That is why accurately
replicating the relative ground motion is likely to be more important for
racing cars than passenger cars, as the generic ground clearance is much
greater for road cars. Howell and Hickman, (1997), through studying the
ground motion effect with a 1/4 scale car (the MIRA model), argued that
for most aerodynamic development of passenger cars, using the fixed
working section floor is adequate, but to acquire absolute results (e.g.
drag measurements) a more accurate ground representation is essential.

According to a study on high-speed trains (Wang et al., 2018), two
mechanisms are involved in how ground motion alters aerodynamic
characteristics: (i) direct momentum deficit due to the boundary layer
developed on the ground, and (ii) interaction between the boundary
layer and wake developed around the vehicle. Because of these factors,
ground motion significantly alters the characteristics of the underbody
flow and wake, and hence affects integrated aerodynamic aspects, such as
drag measurements. This impact is found to be more significant if the
dominant wake structures are in proximity to the ground. For example,
Wang et al. (2018) determined that high-speed train slipstream is sen-
sitive to ground model, as the downwash flow pushes the wake trailing
vortices towards the ground. Krajnovi¢ and Davidson, (2005) showed
that the moving ground configuration can increase the mass flux un-
derneath the vehicle in the streamwise direction, while decreasing it in
the spanwise direction. Additionally, their study further concluded that
the altered underflow is the cause of altered aerodynamic loading on the
underbody structure. However, after reviewing studies with different
geometries, a consistent trend was not established on the aerodynamic
loading and flow. For example, Bearman et al., (1988) found that the
ground movement reduced drag and lift by approximately 8% and 30%,
respectively, and a similar trend was determined by Krajnovi¢ and
Davidson, (2005) on a simplified fastback car showing a reduction of
drag and lift at 8% and 16%, respectively. In contrast, according to tests
on a simplified model (MIRA), Howell and Hickman, (1997) reported an
increase in drag and a reduction in lift with the application of a moving
belt, which was suggested to be due to an increased mass flow beneath
the vehicle. Overall, the inconsistent trend of the ground simulation ef-
fect found for different automotive models suggests that the aerodynamic
influence of the ground treatment is sensitive to car geometry. In addi-
tion, wheel rotation is another parameter that may have an influence.
Generally, rotating and stationary wheels are coupled with moving and
fixed ground configurations, respectively. Many studies (Bearman et al.,
1988; Duncan et al., 2010; Guilmineau, 2014a) have shown the necessity
of using rotating wheels with the moving ground configuration. For
example, based on an investigation on isolated wheels, Bearman et al.
(1988) determined that the vortex pair behind the wheel, which origi-
nates from the interaction of the wheel with the floor boundary layer, is
stronger with a fixed wheel configuration.

For many years, reference automotive models have been widely used
to understand the fundamental generic flow topology around an auto-
mobile and in the wake. Even though some studies have focused on
specific car models, mainly for industry purposes, the majority of the
studies have tended to adopt a generic or simplified car model for the
following two reasons. First, the findings acquired from a generic model
are more fundamental and universal, since they generally focus on the
effect of a particular geometric aspect. Second, by utilising a generic
benchmark model, researchers can more easily collaborate and
communicate their findings, and together make further advancements.
Given these benefits, reference car models are often utilised to investi-
gate different aspects of automotive aerodynamics, like flow characteri-
sation, ground simulation, drag reduction, flow control, acoustic
performance, ventilation design, etc.

The most well-studied model is the Ahmed body, which was originally
proposed by Ahmed et al. (1984). It utilises a heavily geometrically
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simplified model to replicate some of the bulk key flow features around a
realistic car model — especially the rear end. In the initial study, Ahmed
et al. (1984) identified the time-averaged wake structures, and studied
their response to different base slant angles. Due to the simplicity of the
Ahmed body, numerous studies have been conducted on it, extending
knowledge of the effects of rear geometry on wake flow. Since the advent
of Ahmed body, many studies of other reference models have been
developed focusing on different geometry aspects; for example, the SAE
reference model and the MIRA car model. Le Good and Garry, (2004)
conducted a comprehensive review on applying reference models to
automobile aerodynamics.

Studies of the wakes of simplified geometries, analogous to an estate
vehicle, include those variants with a square-back or rear backlights with
slant angles in excess of 30°, typically fully separated at the base. These
models include the Ahmed et al., (1984), Windsor (Littlewood et al.,
2011), ASMO (Aljure et al., 2014), and SAE (Cogotti, 1998) bodies. These
models serve as good examples to elucidate the fundamental large-scale
flow structures that are expected to be present for estate vehicles, for
example, as elucidated by Avadiar et al. (2019) in reduced Reynolds
number experiments. The recirculation lengths range between 0.33 and
0.37 vehicle lengths rearwards of the base, with the time-averaged
recirculation vortex commonly represented as a toroidal structure
(Volpe et al., 2014; Aljure et al., 2014). Duell and George (2000) iden-
tified two main wake frequencies, which they associated with shear layer
vortex shedding and the longitudinal pumping of the free stagnation
point, two mechanisms that are interdependent. Square-back geometries
such as the Ahmed and Windsor model see a dominance of the left-right
movement of the vortex structure of the wake torus, and exhibit long
time-scale switching of the wake between a left and right bias, commonly
referred to as the wake bi-stability. This feature was first thoroughly
investigated by Grandemange on a bluff axisymmetric body (Grand-
emange et al., 2012) and an Ahmed squareback body (Grandemange
et al., 2015), and was investigated further by Volpe et al. (2014) for the
unsteady wake characteristics. Experiments on the square-back Windsor
body by Pavia et al. (2018) considered the influence of wheels and body
tapers on the suppression and sensitivity of this phenomenon, confirming
that the presence of strong upwash or downwash would suppress the
behaviour. Whilst the presence of bi-stability or overall symmetry
breaking modes may exist for model geometries and even complex pas-
senger vehicles (Bonnavion et al., 2017), the dominant time-averaged
structure remains the most studied and related to principal forces
acting on the vehicle.

However, due to extreme idealisation, distinct differences exist be-
tween the flow field generated by a traditional reference model (e.g. the
Ahmed body) and a realistic vehicle, even though some qualitatively
similarities exist. Therefore, it is dangerous to expect that knowledge
acquired from simplified reference models can be applied naively to
understand the aerodynamics of a production car. For example, impor-
tant flow features identified on production cars, such as the shedding
from the side mirrors, interaction between the A-pillar vortices and
downstream wake structures, and the complex three-dimensional flow
introduced by the highly curved rear end, are almost impossible to be
investigated using a heavily simplified model. This limits the applica-
bility of directly using a (highly simplified) reference model to under-
stand the flow around a realistic car, and this was the motivation to
introduce a more representative (more detailed) automotive reference
model.

The DrivAer model was proposed by Heft et al. (2011) to bridge the
gap between those heavily simplified models and production cars. The
DrivAer is a blend of two representative production car models, the Audi
A4 and BMW 3 Series. To achieve a high universality, DrivAer adopts a
modular approach with three interchangeable rear geometries (i.e. fast-
back, estate and notchback) and two underbody configurations (i.e.
detailed and smooth) (Heft et al., 2012a). Since this new benchmark
model was launched in 2011, already many studies have been under-
taken to quantify and analyse its aerodynamic performance. It has also
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been commonly used as a reference model to calibrate experimental
testing set-ups and to validate numerical codes.

More recently, Guilmineau (2014a) studied the ground motion effect
on the DrivAer-Fastback model, and he found that the implementation of
a moving ground and rotating wheels reduces the drag and lift. By
comparing the performance of Reynolds-Averaged Navier-Stokes (RANS)
and Detached Eddy Simulation (DES) models with experimental data, he
proposed that the lift can only be accurately predicted by the DES
approach with a more robust drag prediction (Guilmineau, 2014b).
However, the wake behind a sedan/fastback type vehicle can be very
different to the one developed behind an estate-type vehicle. For
example, Avadiar et al. (2018) characterised the flow structures around
the DrivAer-Estate, and found that the near-wake was dominated by the
up-wash from underbody diffuser, instead of the downwash from the top
surface as typically occurs for sedan/fastback vehicles.

The current study aims to advance our knowledge of ground simu-
lation effects on estate-type vehicles, for which aerodynamic aspects are
not well understood compared to classic sedan/fastback vehicles. Market
sales of new automobiles has seen the decline of sedan/fastback vehicles,
with continued strong sales of hatchbacks, SUVs and more recently,
crossover variants that bridge SUV and estate geometry (Brewer, 2017).
Therefore, it follows that the symptomatic fully separated wake of such
vehicles be investigated. The DrivAer-Estate can be considered as a
suitable geometry with a ground clearance similar to hatchbacks but less
than SUVs, accentuating the influence of a changing ground boundary
condition. Previous studies have shown that the influence of different
ground simulations on the drag force experienced by the DrivAer-Estate
is limited, compared with other DrivAer variants like fast-back. For
example, the ground simulation reduces the drag of the fast-back by
4.3%, whereas the reduction on estate-back only shows 1.3% (Heft et al.,
2012b). It is unclear whether the similarities observed in drag force are
indicative of equivalent time-average and transient wake flows. This
understanding is especially important for the application of fixed ground
wind tunnels, and indeed, partial-belt moving ground wind tunnels, to
investigations of wake flow control strategies, both active and passive.
For example, it is known that the ground boundary layer, in the fixed
ground case, will result in less underbody flow momentum than the
moving ground case, but how this translates into wake effects is not well
understood. The present study tries to answer these questions by map-
ping and explaining the effects of ground motion, or lack thereof, on the
flow features in the wake. To fulfil this objective, two primary simulation
cases based on: a stationary ground with stationary wheels (SG) and a
moving ground with rotating wheels (MG), are performed and system-
atically analysed and compared.

2. Methodology
2.1. Car geometry and computational domain

The geometry utilised for this study is the DrivAer-Estate model, which
is a generic car model proposed by Heft et al. (2011). The
Computer-Aided Design (CAD) model of the DrivAer is available from the
Technical University of Munich (Drivaer model, ). Its length (L) to width
(W) to height (H) ratio is approximately 4.61 : 2.03: 1.42; the width
inclusive of the side mirrors. The underbody configuration used in this
study was the smooth floor, consistent with earlier work and of a similar
configuration to work by Ashton and Revell, (2015) and Collin et al.
(2016). As the DrivAer geometry configurations include a flat underbody,
this configuration was chosen at the start of these series of studies to
simplify the sources of turbulent flow structures within the wake of the
vehicle. The strength and convection of these flow structures will likely
be different between the two underbody configurations owing to the high
degree of upwash in the wake from the underbody exit flow. However,
the emphasis remains on the wake flow structures that contribute the
most towards the drag. We also expect that in the case of a “rough” un-
derbody there will be an increase in underbody losses for the MG case, as
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there is greater underbody momentum, at some point resulting in an
increase in overall drag. So, it is interesting that there is a sensitivity to
underbody roughness and there is a relative drag reduction for the MG
smooth underbody, and one that is consistent with the experimental
results of Heft et al. (2012b). Further, the general trend in automotive
design is towards a flat underbody. This is likely to be more so with
increased electrical vehicles in the market. Note that the vehicle width
presented in this paper includes the side mirrors. Compared with the
original physical model, some minor geometric alterations are applied to
optimise the geometry for undertaking numerical simulations. For
example, the wheels are covered with flat surfaces, i.e., the wheel rims
are not modelled. As this study focuses on external aerodynamics, the
ventilation system is not simulated with the intake panels, which are
instead modelled as closed surfaces. The contact patch between the
wheels and ground is modelled by a rectangular section, extruded with a
dimension of 200 x 200 mm (width x length) as illustrated in Fig. 1 (c).
This is to maintain a good quality mesh near the contact zone. Schematics
of the car model are presented in close-up views in Fig. 1.

The car is positioned in the centre of a hexahedral computational
domain, and the boundary arrangement is illustrated in Fig. 1. The origin
of the coordinate system is positioned in the spanwise mid-plane at the
ground height, with x = 0 corresponding to the rear end of the car. The
size (length: width: height) of the computational domain is
19.5H : 11.4H : 6H, which is equivalent to 6L : 8W : 6H. This gives
a blockage ratio of 0.015. The low blockage ratio is chosen to replicate
the vehicle travelling in an open-air environment; in other words, to
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Fig. 1. Schematics of the car geometry and computational domain: (a) top-view;
(b) front-view, (c) isometric-view.
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ensure the blockage is negligible. Additionally, the inlet and outlet are
placed 2L and 3L in front of and behind the car, to provide sufficient
space for the incoming flow to establish before it approaches the car and
to allow the wake be reasonably fully developed. While larger inflow and
outflow lengths are desirable, the choice reflects a compromise to restrict
computational resource requirements.

2.2. Boundary conditions

To determine the effects of the ground motion condition, two cases
are studied: SG and MG. The two cases have the same geometries with the
only difference being the boundary conditions of the wheels and ground
surfaces. The predictions of this study are compared to measurements
from wind-tunnel experiments (Avadiar et al., 2018) undertaken at
Monash University for validation purposes. Therefore, in order to repli-
cate the floor configuration in the experimental set-up, where a rolling
road is not available, the ground is divided into two parts identified as
Ground 1 and Ground 2, as illustrated in Fig. 1.

The SG case is designed to replicate the wind-tunnel set-up; the dis-
tance between the leading edge of Ground 2 and the car model in the
numerical simulation is equivalent to the distance between the open jet
nozzle exit and the car in the wind-tunnel. The (no-slip) stationary
ground condition is applied to Ground 2 to simulate a fixed wind-tunnel
floor, while a zero-shear (slip) condition is applied to Ground 1 to avoid
ground boundary layer development prior to Ground 2. Additionally, a
no-slip wall condition is applied to the wheels for consistency in this case.

The MG case represents the realistic condition of a car travelling
through still air where there is no relative motion between the ambient
air and the ground. In the MG configuration, both Ground 1 and 2 employ
a no-slip moving wall condition with a uniform freestream velocity.
Rotational wheels are coupled with the moving ground, for a realistic
representation. In this study, the wheels rotate at a constant angular
velocity, with the speed at the tyre radius equal to the speed of the
moving ground. Based on a comparison of surface pressure between
applying an angular velocity boundary condition and adopting true
rotating wheels on a production hatchback vehicle, Duncan et al. (2010)
reported that the discrepancies between the two approaches are insig-
nificant. The boundary conditions of the ground surfaces and wheels for
each case are summarised in Table 1.

Apart from the wheels and ground surfaces, the conditions for other
boundaries are identical. A uniform velocity boundary condition with a
turbulence intensity of 1% is applied at the inlet. The Reynolds number
(based on car length L) is 8 x 10°. This value is set to match the wind-
tunnel experimental condition for consistency, and corresponds to the
vehicle travelling at 100 km/h (Avadiar et al., 2018). A zero static
pressure condition is applied at the outlet boundary. Symmetry boundary
conditions are applied to far-field planes, for example the sides and top of
the computational domain. All car surfaces, other than the wheels in the
MG case, adopt stationary no-slip wall boundary conditions.

2.3. Solver description

The simulations in this study were undertaken with the commercial
CFD code FLUENT, which is part of the ANSYS (16.2) software suite. In
order to capture the highly turbulent and presumably incompressible
flow, the pressure-based transient solver was adopted.

The overall simulation procedure is summarised here. To start with,
the velocity and pressure on the computational domain were initialised

Table 1
Boundary conditions of the ground surfaces and wheels.

Ground 1 Ground 2 Wheels

SG Zero-shear stationary No-slip stationary No-slip stationary
wall wall wall
MG  No-slip moving wall No-slip moving wall No-slip rotational wall
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from a second-order steady-state Reynolds-Averaged Navier-Stokes
(RANS) simulation. The turbulence model selected for the initial RANS
simulation was the Shear-Stress Transport (SST) k — @ model, due to its
superior performance modelling the near-wall boundary layer regions
with undefined separation points. Subsequently, the Improved-Delayed
Detached Eddy Simulation (IDDES) turbulence model was utilised to
capture the transient features of the flow. The IDDES model was devel-
oped based on the classic Detached Eddy Simulation (DES) turbulence
model, but improves accuracy within the RANS-LES blending region by
applying an improved delayed shielding function. This also improves the
wall-modelling capability. The SST k — @ model was applied for the
RANS regions within IDDES to capture boundary layer development. The
multi-scale turbulent structures away from the wall boundaries, i.e.,
vortical wake structures, are resolved by the LES model within IDDES. A
more detailed description of the IDDES model is presented in the FLUENT
User’s Guide (Fluent) and literature references therein.

A time-step of 0.0035T,,s was chosen for the CFD solver to restrict
that the flow only convects one cell per time-step within the refinement
regions, i.e., the Courant number < 1 for the typical smallest cells, ac-
cording to the guidelines for conducting IDDES simulations. Here, T,;f =
H/U, is a reference time scale that is defined as the time of a fluid parcel
to travel one vehicle height at the freestream velocity. For the spatial
discretisation, the second-order upwind scheme was applied to the
convective terms in the turbulence equations, while the bounded central
differencing scheme was used for the momentum equations, given the
high Reynolds number involved. Additionally, the bounded second-order
implicit formulation was used for time-advancement of the transient
momentum equations. Time-averaged statistics were recorded after the
flow field reached an asymptotic state, which was checked through
comparisons with predictions based on smaller averaging periods. Time-
averaged statistics were taken over 202.8T,,, which is equivalent to 62
times the time taken for the freestream flow to advect the car length. The
computational time for each simulation is approximately 50 KCPU hours.

2.4. Meshing strategy

The overall meshing strategy adopted in this study is the predomi-
nantly Cartesian hexahedral approach with substantial local refinements
around the car and in the wake, as illustrated in Fig. 2.

A relatively smooth transition is applied to avoid sudden cell size
changes across refinements zones, while noting that the cut-cell approach
means that the cell resolution drops by a factor of two across zone
boundaries. The different resolution zones are sized to ensure the local
scales of flow structures are comfortably resolved across boundaries. The
final zoning was developed over several iterations of mesh development.
Additionally, prism-layer cells are applied to all wall boundaries to
capture the boundary layer development, and a smooth transition is
established between the outer inflation layer and the hexahedral grid.

To verify mesh independence, three meshes are examined, designated
as the coarse (only applied to the SG case), medium and fine mesh. They
are constructed based on the identical meshing strategy but with
different local resolutions. Relative to the coarse mesh, the medium mesh
was created by halving the car surface and surrounding cell size, and
increasing the number of inflation layers by 2. Same approach was
applied to construct the fine mesh based on the medium mesh. By doing
this, the cell count increases from 3 million for the coarse grid to 31.9
million for the fine grid. The detailed meshing parameters are listed in
Table 2.

Mesh independence is examined based on the velocity (U/U,,) pro-
files at 0.5 to 1H behind the car, as illustrated in Fig. 3. Based on the
prediction of the wake flow field at these positions, the difference be-
tween the different mesh predictions are small for both ground config-
urations. The main difference occurs within 0.25H of the ground, where
the finer grid gives a slightly better prediction at both downstream lo-
cations. As a Scale-Resolving Simulation, further refining the mesh and
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Fig. 2. Illustration of the mesh refinement regions around the car based on the fine mesh: (a) centre-plane; (b) cross-section.

Table 2
Key meshing parameters.
Coarse Medium Fine
Car surface & surrounding cells ~ 0.01H~0.02H  0.005H~0.02H  0.005H ~ 0.01H

Refinement zones 0.08H - 0.32H 0.04H ~ 0.16H 0.04H ~ 0.16H
Number of inflation layers 6 8 10

Car surface wall y* 20-150 5-60 2-40

Number of cells (millions) 3.0 9.3 31.8

correspondingly reducing the time step can resolve more smaller eddies.
However, given the fit between the predictions and experimental mea-
surements, and noting the computational expense associated with further
increasing mesh resolution, the resolution of the fine grid was regarded
as sufficient, and all results presented in this paper are based on the fine
mesh.

2.5. Validation

To validate the numerical methods and solver settings, the CFD pre-
dictions were compared with the wind-tunnel (WT) experimental mea-
surements. The wind-tunnel experiment was conducted in the Monash

University 1.4 MW closed-circuit wind-tunnel, and a full description of
the experimental set-up and results are provided in the companion
experimental study (Avadiar et al., 2018). In the current study, validation
is undertaken against important aerodynamic measures such as velocity
profiles (Fig. 7), wake topology (Figs. 9 and 10), surface pressure
(Fig. 17) and aerodynamic loading (Table 3); with the comparisons
showing relatively good agreement. The numerical simulations show a
high accuracy in resolving the flow field, for example the prediction of
the wake velocity profiles and the core position of the trailing vortices.
Some minor discrepancies between the CFD and WT results might be
attributable to deficiencies in both the numerical and the experimental
modelling. Numerically, geometric simplification of the car model and
turbulence modelling inadequacies can potentially introduce uncertain-
ties/inaccuracies. Limitations are also present in wind-tunnel experi-
ments; for example, the inability to measure reverse flow with the
four-hole dynamic pressure probe (TFI cobra probe) and the presence
of a streamwise pressure gradient. Despite these factors, as discussed
further below, the overall agreement between measurements and pre-
dictions is good.

3. Results and analysis

This section starts with a description of the flow field around the car,
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Fig. 3. Mesh independence test based on the velocity profiles (U/U,,) at (a) x/H = 0.5, and (b) x/H = 1.

Table 3
The comparison of aerodynamic loadings between the SG and MG cases.
Cp CL
Mean Standard deviation Mean Standard deviation
SG 0.307 0.0080 -0.123 0.0371
MG 0.298 0.0077 —0.221 0.0369

and then considers the influences of the different ground boundary
conditions. For a comprehensive understanding of the flow field, both
time-averaged and dynamic flow features are presented and analysed.
After that, the resultant impact on the car surface pressure due to the
altered flow is determined. Finally, the force component predictions are
presented for the two cases and compared with experiments and previous
studies.

3.1. Flow characterisation around the car

To fully quantify the flow structure around the car, predictions at
multiple locations are recorded and analysed. These locations are illus-

i
“\\\‘:\\\‘*\\\\\\ \
KON

y/H

trated in Fig. 4. They consist of the spanwise centre-plane (coloured in
red), two horizontal planes at z/H = 0.3 and 0.5 (coloured in blue), and
three vertical planes at x/H = 0.5, 1 and 2 (coloured in green). These
planes cover the critical representative regions around the vehicle,
especially the wake region. In this study, flow quantities, e.g., the ve-
locity and vorticity components, at these locations are exported and
sampled every 10 time-steps, which is equivalent to the data acquisition
time-step of 0.035T,,;. For reference, at a vehicle speed of 100 km/h, this
is equivalent to a frequency of 560 Hz, which essentially represents the
highest cut-off frequency in the spectrum analysis.

3.1.1. Analysis of time-averaged statistics

To start with, iso-surfaces of positive mean Q-criterion of 0.1 s2 are
used to extract the coherent time-mean vortical structures around the car,
as illustrated in Fig. 5. The iso-surfaces are coloured by time-averaged
longitudinal vorticity (@y). According to Fig. 5, SG and MG demon-
strate a qualitatively similar flow structure, except that in the SG case, a
horseshoe-type vortex is generated in front of the car and more small-
scale structures are produced on the stationary ground. Clearly, the
ground motion locally alters the flow field in proximity to the ground,
with minimal effect of the flow field around the rest of the car.

AR
)
4
W
R
WA

AY
)
(i
W
WX

o
A
\!

\

=

X
0

0
W
\

Fig. 4. The illustration of the location of planes where the flow data is collected.
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Fig. 5. Different views comparing the coherent structures around the car for the
two cases visualised by the mean Q-criterion iso-surface of 0.1 s~2 and coloured
by @x. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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Fig. 5 illustrates that vortical structures with various scales are
developed around the car; for example, the A-pillar vortices, the vortices
developed around the wheels and side mirrors, and the large wake
structures. The wake is formed by multi-scale vortical structures peeling
off at the back of the car. Additionally, Fig. 5 implies that the vortices
generated upstream, for example the A-pillar vortices and the vortices
developed around the side mirrors, feed into and interact with larger-
scale wake structures. After mixing and interacting in the near wake, a
dominant wake structure consisting of a counter-rotating longitudinal
vortex pair is formed. The propagation of trailing vortices emanating
from the base can be interpreted from the velocity and pressure at
consecutive planes in the wake based on the numerical work conducted
by Soares et al. (2017). Additionally, the existence of a pair of trailing
vortices was also determined from the wind tunnel testing (Avadiar et al.,
2018). Unlike the typical downwash vortices peeling off from the back of
ground vehicles, observed for fast-back cars and high-speed trains, this
vortex pair forms downstream of the car base surface. The formation,
propagation and dynamic responses will be discussed in the following
sections. Other structures like the horseshoe-type vortices created at the
corner of the hood and windscreen, and the vortices created due to the
flow separation around the wheels and at the back of the car are also
captured in Fig. 5.

T/Us
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0 ) H L =25
-3 2 4l 2 3 4
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i .
- ' ‘ + Point B )
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Fig. 6. The comparison of the flow field at the centreplane (y/H = 0): (a) U/Ux; (b) W/Uy; (¢) @, and in-surface projected velocity streamlines.
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The impact of the ground motion can be clearly identified from the
flow field at the spanwise centreplane (y/H = 0). In this study, the time-
averaged flow field on the centreplane is quantified by the normalised x-
velocity (U/Uy), z-velocity (W/U) and resultant y-vorticity (@), as
presented in Fig. 6. Additionally, in-surface projected velocity stream-
lines are plotted over the @, contours to visualise the flow patterns. The
comparison between Fig. 6 (a) and (b) illustrates that U/ U, is more
affected by ground motion than W/U.,, especially at lower heights. The
stationary ground encumbers the underbody flow, and creates a low-
speed flow region behind the diffuser. With respect to vorticity, the
stationary ground introduces a persistent thin positive @, region above
the ground due to the relative motion between the ground and fluid. By
comparing the streamlines and the flow pitch angle at the top and the
bottom of the car, the effect of the ground motion on the recirculation
region is not significant. For example, Fig. 6 shows that the pitch angles
of the downwash and upwash from the spoiler (@) and diffuser (3) are
relatively small, which are approximately 5.4° & 9.3° for the SG case, and
5.7° & 7.5° for the MG case respectively. This is expected due to the
relatively large ground clearance of DrivAer-Estate, which makes the jet
flow, from the diffuser, less ground motion dependent.

For a more quantitative comparison, the U/U,, px/ H = 0 rofiles from
to 2 are plotted in Fig. 7. In addition, wind-tunnel measurements are also
provided for validation purposes. The locations at which the velocity
profiles are provided are visualised by the dashed lines in Fig. 6(a).
Consistent with the contours in Figs. 6 and 7 shows that the discrepancy
between the experimental SG case and numerical MG case caused by the
different ground motion is more pronounced at a lower height. Addi-
tionally, the vertical extent of the discrepancy region expands as the flow

Journal of Wind Engineering & Industrial Aerodynamics 195 (2019) 104000

propagates downstream due to the growth of the ground boundary layer.
For example, the affected region increases from approximately 0.1
vehicle heights at the rear of the car to 0.6 vehicle heights at x/H = 2.
Beyond the ground boundary layer region, the difference between the SG
and MG profiles is almost negligible. The negative x-velocity captured
between x/H = 0 and 0.5 corresponds to the mean flow recirculation
region behind the car, where this region is clearly indicated by the
streamlines in Fig. 6 (c). Once again, the experimental data was measured
by four-holed Cobra probes, which are not capable of capturing this
reversed flow (Avadiar et al., 2018). A good agreement is established
between the numerical simulation (i.e. the SG case) and measurements.

Additionally, the time-averaged flow-field at two heights: z/H = 0.3
and 0.5, are analysed and compared. Similar to the comparison at the
centreplane, the normalised x-velocity (U/U,), y-velocity (V/U,) and
the corresponding z-vorticity (@) are plotted in Fig. 8. In addition, the in-
surface projected velocity streamlines on the two horizontal planes are
provided. According to Fig. 8, the boundary layer that develops on the
stationary ground reduces the local flow velocity in both the streamwise
and spanwise direction, which results in a wider wake behind the car,
and this influence is more pronounced at lower heights. In terms of
vorticity, the shedding from the rear wheels, which is captured by the
high @, region, is more concentrated with the absence of the ground
boundary layer.

Furthermore, the ground motion effect on the propagation of the
time-averaged wake structure is studied based on the results at three
sequential planes between x/H = 0.5 and 2, where the locations are
illustrated in Fig. 4. The downstream wake evolution is depicted by the
streamwise vorticity (@w,) and in-surface projected velocity vectors in
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| R T
T O O O e e o
= !
N 05) :
0 1 L
04 02 0
(©)
1t ]
s
W05+ .
0 1 L
04 02 0
(©
1t il
s
N5 i
O 1 L
04 -02 0
(8
1k i
&
N 0.5} e

-04  -0.2 0

[ o Wind Tunnel —SG —MG|

Fig. 7. The comparison of the centreline U/U,, profiles at: (a) x/H = 0; (b) x/H = 0.25; (¢) x/H =0.5; (d) x/H =0.75; (e)x/H =0.9; () x/H = 1;(g)x/H = 1.5;
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Fig. 8. The comparison of U/U,, V/U, @, and in-surface projected velocity streamlines at: (a) z/H = 0.3; (b) z/H = 0.5.

Fig. 9, and streamwise turbulence intensity (I;,) in Fig. 10. In addition,
the boundary of the vortical regions is defined by the iso-line of I'; =2/ 7
with the core identified by the local maximum of I';; these provide
commonly used vortex identification measures (Graftieaux et al., 2001).
The wind-tunnel results are also presented in Figs. 9 and 10 for valida-
tion, noting again that a good agreement is established between the
experimental and numerical results. Due to the limitation on capturing
the reversed flow in the wind-tunnel tests, the recirculation region at x/
H = 0.5 is not expected to be accurately resolved experimentally.

The three sequential planes between x/H = 0.5 and 2 are utilised to
reveal the flow characteristics in the near and intermediate wake. At x/
H = 0.5, apart from the dominant twin streamwise vortices, multiple
flow structures with different scales are also captured in the near-wake
region, including the pillar vortices, and shedding from the side mir-

rors and wheels. The interaction between these multi-scale structures is
associated with the high turbulence region at approximately z/H = 0.5,
as illustrated in Fig. 10 (a). Starting from x/H = 1, the streamwise vortex
pair is more easily identified after the interaction and merging of multi-
scale near-wake structures. By comparing the vortex boundary and core
location between x/H = 1 and 2, the vortex pair propagates horizontally
without significant influence of either downwash from the roof or
upwash from the diffuser. Additionally, the downstream propagation of
the streamwise vortex pair is not significantly influenced by ground
motion both in terms of size and location. This is primarily because the
ground motion only imposes a local effect through the ground boundary
layer in proximity to the ground, while the vortex pair propagates above
that region. Importantly, although this wake vortex pair is superficially
similar to the rear pillar vortices found behind sedan/fastback vehicles or
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Fig. 9. The comparison of wake propa-
gation based on @, and in-surface pro-
jected velocity vectors at: (a) x/H = 0.5;
(b)x/H =1; (c) x/H = 2. The boundary
of the vortices (shown by the black solid
line) are determined by the iso-line of
I'; = 2/n, and the vortex cores (high-
lighted by the green “+*) are identified
using local maximum values of I';. For
location referencing, the boundary of
the car is plotted with a black solid line.
(For interpretation of the references to
colour in this figure legend, the reader is
referred to the Web version of this
article.)
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Fig. 10. The comparison of wake propagation based on normalised streamwise turbulence intensity (I,) at: (a) x/H = 0.5; (b) x/H = 1; (c) x/ H = 2. For location
referencing, the boundary of the car is plotted with a black solid line.

trailing vortices behind high-speed trains, inherently it is very different. surface and tilting downstream. However, the vortex pair behind the
The longitudinal vortices from the rear pillar or behind a high-speed train DrivAer-Estate is formed away from the base surface as a result of the
result from boundary layer vorticity peeling off from the edge of the interaction between multiple wake features.
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3.1.2. Transient flow characteristics

As determined in Section 3.1.1, the time-averaged wake structure is
highly 3-dimensional and turbulent, and this section focuses on the wake
dynamic behaviour subject to the different ground simulations.

To start with, the ground simulation effect on the spanwise vortex
shedding from the top and bottom of the vehicle is investigated. This
analysis is implemented based on three points (Point A, B and C) within
the vertical centreplane, where the locations are identified in Fig. 6(b).
These points are assigned to capture the dynamic response of the jet flow
from the diffuser (Point A), and shedding from the top (Point B) and
bottom (Point C) of the car.

The coordinates (x-coordinate, z-coordinate) of point A, B and C are
(0OH, 0.12H), (0.6H, 0.8H) and (0.6H, 0.4H), respectively. The power
spectral densities (PSD) of the u-, v-, w-velocities at each point are pre-
sented in Fig. 11. In this study, the shedding frequency is quantified by
the Strouhal number (St = f\/Z/ U, ) based on the square root of the
vehicle frontal area (v/A, with f the shedding frequency). The changing of
reference length scale here is to be consistent with wind tunnel experi-
ment, and the underlying reason is that sqrt(A) would be more repre-
sentative of the effective wake size, rather than simply looking at 2D
plane data, where H may be more relevant. The signal is split into seg-
ments of 42.25 Ty, long, which is equivalent to the length of 8 shedding
cycles at the dominant frequency of St = 0.2 measured in the wind-
tunnel. The overall spectra is averaged over these fast Fourier trans-
form segments, 6.4 segments in total based on the specified segment
length, with Hanning windows with 25% overlap. The variance (Var) of
each signal is also provided in Fig. 11. According to Fig. 11, both SG and

Point A
(a)

Point B
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MG show generally broad spectra without strong spectral peaks, although
there is considerable energy in frequency components in the range St < 1
in several of the spectra. This implies that the near-wake structure is
chaotic and consists of a wide range of turbulent scales, instead of being
dominated by distinct quasi-periodic dynamic features. Comparing the
spectra between the three points, it can be seen that the differences be-
tween the SG and MG cases are more identifiable at a lower height (i.e.,
point A and C), which is consistent to the unsteady statistical results
presented in Section 3.1.1.

Additionally, to investigate the relationship between the top and
bottom spanwise shedding and how it alters with ground motion, cross-
correlations of the streamwise (u) and vertical (w) velocity between every
two points are implemented, and the results are plotted in Fig. 12. The
time lag is normalised with T,,s. According to Fig. 12, there is no clear
correlation between point A and B, which implies that the underbody
flow and shedding from the spoiler are largely independent. Not sur-
prisingly, a strong correlation is identifiable between the streamwise
velocity at point A and C with a time delay of approximately 0.5 T, as
the underneath jet flow convects downstream. In comparison, for both
cases, the correlation in the vertical direction is not as strong. The MG
case indicates a weak dependency in the z-velocity, but the presence of
ground boundary layer erodes this dependency. The wake response in the
vertical direction is revealed by the correlation between the shedding
from the top (represented by point B) and bottom (represented by point
C). An out-of-phase correlation in the streamwise direction and in-phase
correlation in vertical direction signifies the vertical oscillation of the
wake.
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Fig. 11. The comparison of wake frequency based on St, at the point A, B and C: (a) u; (b) v; (c) w, where the locations of the points are illustrated in Fig. 6.
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The transient characteristics of the twin vortices are investigated
based on the dynamic responses at the vortex cores, and cross-correlation
between the left and right cores. As the core location is approximately the
same for both cases, for consistency this study utilises the same core
location at x/H = 1 with coordinates (y-coordinate, z-coordinate) of ( —
0.2H, 0.6H), (0.2H, 0.6H), as illustrated by the green “+” in Fig. 9(b).
The frequency response of the vortex cores is represented by the power
spectra of the velocity components at the left core (— 0.2H, 0.6H) as
plotted in Fig. 13(a). Similar to Fig. 11, the core velocity signals show a
wide range of frequencies with no distinct difference between the SG and
MG cases. Additionally, Fig. 13(b) shows that no clear correlation can be
identified from any velocity components. This implies that the interac-
tion between the vortex pair is not dominant; two reasons may
contribute. First, the strength of these vortices is low compared with the
background level. For example, the strength of this vortex pair is
significantly weaker than the one found behind a generic high-speed
train (Wang et al., Thompson). Second, as shown in Fig. 9, the spin
angle of the vortex cores indicate that the vortices tend to move away
from each other, instead of pushing each other towards the centreplane,
as determined in the rear pillar vortices or the longitudinal vortices
behind a high-speed train.

Furthermore, Proper Orthogonal Decomposition (POD) is used to
resolve the detailed makeup of most-energetic transient wake structures.
POD is a widely used technique to extract coherent dynamic features
from a turbulent flow field, by calculating the optimal orthogonal basis
(modes) of fluctuations. This study employs the snapshot POD method,
which was initially proposed by Sirovich, (1987), and has been exten-
sively used to investigate the wake flows. In this study, POD is conducted
based on the vorticity components (i.e., oy, , and w;) atx/ H = 1, and
the structure of the two most energetic modes are presented in Fig. 14,
with the corresponding energy percentage (E) listed. Clearly, these en-
ergy percentages are low but consistent with the broad spectra examined
previously. This is indicative of the chaotic nature of the near wake. The
sign of the mode in Fig. 14 is arbitrary, so that the mode 2 of w, are
essentially the same mode. For the longitudinal vorticity component
(wy), both SG and MG show a high energy fluctuation concentrated at the
location of vortex cores as previously indicated in Fig. 9, but no clear
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mode structures can be concluded. The first mode of w, indicates a
vertical energy fluctuation which is corresponding to the vertical oscil-
lation of the shedding from the spoiler. The second mode of w, in SG
represents a vertical energy alternation at the mid-height, which is
imposed on the longitudinal vortices. In comparison, the second mode of
oy in SG shows some loss of centreplane symmetry, suggestive that the
length of the dataset to extract the POD modes is insufficient. However,
given the limitation imposed by computational expense, it was difficult to
justify an increased sampling time to better resolve the mode, especially
for a chaotic flow field with no clearly dominant flow structures. Despite
the issue of sub optimal convergence, the mode structure potentially
indicates a diagonal and vertical energy fluctuation. High energy fluc-
tuation regions for @, is concentrated at a lower height above the
diffuser. The comparison between the SG and MG cases shows that the
mode structures are consistent. For example, the first mode represents a
pulsing at the centreline, while the second mode indicates a left/right
oscillation.

3.2. Car surface pressure and aerodynamic loading

In this section, the car surface pressure distributions with the different
ground motion conditions are compared, focusing on the base and un-
derbody surfaces which are more sensitive to ground conditions. The
pressure coefficient profile at the centreplane is then plotted for a
quantitative comparison, and experimental data is provided for valida-
tion. Finally, the influence on the aerodynamic force components is
presented.

To begin, the aerodynamic loading on the car surface is quantified
through pressure coefficient (Cp) contours. For validation purposes, this
study adopts the same formula for Cp as used in the wind-tunnel exper-
iments (Avadiar et al., 2018), which is defined by

P sampled — P ambient

Cp= (€Y

Psmgnal[rm,fmm

Here, Pggnpieq is the local ambient pressure, and Pgagnarion fron: T€Presents
the stagnation pressure at the front of the vehicle. The reference value
Pmbien: 1S used to correct the local ambient pressure gradient in the wind-
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Fig. 14. The POD modes of x-, y-, z-vorticity at x/H = 1. For location referencing, the boundary of the car is plotted with a black solid line.

tunnel, but in this study it is set to zero. For the collaborative wind tunnel dynamic pressure as vehicle-present experiments. With the vehicle pre-
experiment, the pressure has been corrected for the pressure gradient due sent, the nozzle static pressure, which had increased (within 1% of dy-
to blockage effect. A ratio of the static pressure from the base of the namic pressure) was applied as the reference P static. More details
vehicle to the nozzle is measured in the empty wind tunnel at the same regarding the experimental testings can refer to (Avadiar et al., 2018).
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The time-averaged base pressure distribution and corresponding
standard deviation are presented in Fig. 15. The first two rows show the
base pressure for the SG and MG cases, respectively, and the third row
highlights the deviation between the two cases by calculating the abso-
lute difference (i.e., MG-SG). According to Fig. 15, the difference be-
tween the SG and MG cases is negligible, except for the underbody and
wheel regions. The pair of low pressure regions at the half vehicle height
is expected due to the impingement of the wake vortices as described in
Fig. 5. The high unsteadiness occurs around the wheels, side mirrors and
the edge around the car base surface due to flow separation.

The pressure distribution on the underbody surface is then explicitly
compared in Fig. 16. Similarly, the SG and MG results are presented in
the first two rows respectively, and the absolute deviation between the
cases (MG-SQG) is highlighted in the third row. According to Fig. 16 (a)
and (b), the underbody surface pressure contours are qualitatively
consistent. Quantitatively, due to a higher flow flux with the moving
ground, a higher pressure deviation is determined on the under-body
structures, and wheel rotation introduces extra pressure deviation
around the wheel housings.

Furthermore, the centreline pressure profiles are plotted in Fig. 17
with experimental measurements provided for validation, and good
agreement is established between the CFD (SG case) and WT results. Not
surprisingly, the SG and MG profiles are almost identical especially on
the top surface. The entire part on the bottom is immersed in the negative
pressure region, with the stationary ground slightly reducing its magni-
tude. Additionally, this effect is in line with experimental results from a
study undertaken at Tongji university (Avadiar et al., 2018), which ob-
tained wind tunnel results for the two ground configurations.

Finally, the ultimate impact of the two ground configurations on the
integral aerodynamic force is presented. Both the drag (Cp) and lift (Cy)
coefficients are calculated from the surface pressure and shear stress, and
the results are listed in Table 3. As shown in the surface pressure distri-
bution, the alteration due to ground motion is mainly determined by the
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Fig. 15. The comparison of time-averaged base pressure coefficient and corre-
sponding standard deviation: (a) SG; (b) MG; (c) MG-SG.
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Fig. 16. The comparison of underbody pressure coefficient: (a) SG; (b) MG; (c)
MG-SG.

underbody surface. Therefore, the ground motion effect is more signifi-
cant on the vertical loading (C;) comparing to that in the streamwise
direction (Cp), while the standard deviations for both directions are
relatively insensitive to the ground configuration. Additionally, the Cp
value predicted by this study is compared with the other studies on the
same car, as presented in Table 4. The drag prediction from this study is
consistent with the previous studies, which together suggest that the
impact of ground configuration on drag is less profound compared with
that seen for the DriAver-Fastback and -Notchback (Heft et al., 2012b).
Specifically, for the current study, the two predictions are within 3% of
each other (0.307-SG: 0.298-MG). Note that this difference is well
within the range of drag measurements from different wind-tunnel
studies for the stationary ground configuration. The force presented in
Table 3 include both the wheels and body components. Please note that
in Table 4, both Heft et al. (2012b) and Collin et al. (2016) measured the
drag of the main car body on a single-belt system with the wheels being
isolated and rotated by four struts. On the other hand, the lift coefficient
varies between the two cases by approximately a factor of two. Compared
to drag, the lift is more difficult to accurately measure, and is sensitive to
the flow conditions. Therefore, its value has been less reported in the
literature. Collin et al. (2016) reported the lift coefficient obtained from
two wind tunnels, the Technical University of Munich and at Audi, and
the results were —0.154 and —0.131, respectively. Please note that,
moving belts were used to obtain the measurements, while the wheel lift
was not included. In the same study, a numerical simulation with a
free-slip ground condition predicted a lift coefficient of —0.205 (Collin
et al., 2016).

To complete the investigation, an extra case with half the ground
clearance was modelled. This was motivated by the accepted view that
race cars with small ground clearance require a moving ground for ac-
curate force predictions. The modifications here are that the wheels are
moved up by 83.5mm (to reduce the ground clearance by a factor of
two), with the inside surface of the wheel housing trimmed to accom-
modate this. All other features remain identical, for example, the exterior



)

Wang et al.

Journal of Wind Engineering & Industrial Aerodynamics 195 (2019) 104000

LR .~ CFD (SQ) 1
28 . CFD (MG) i
o Tongli (fixed ground)
251 + TonglJi (ground simulation) ||
o Wind Tunnel (SG)
— | | | | | | 1 1 1
rj0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x/L

Fig. 17. The comparison of the centreline pressure coefficient profiles. The shaded vehicle shape is for location referencing purposes. The Tongji data is provided with

the courtesy of Ford Motor Company.

Table 4
The comparison of aerodynamic loadings between the SG and MG cases.
Study Cp Re (x Ground
10%) configuration
SG (current study) 0.307 8 Fixed
wind-tunnel (collaborative 0.291 8 Fixed
study) (Avadiar et al., 2018)
Heft et al. (2012b) 0.296 5.2 Fixed
Ashton and Revell, (2015) 0.306-0.313 4.9 Fixed
MG (current study) 0.298 8 Ground
simulated
Heft et al. (2012b) 0.292 5.2 Ground
simulated
Collin et al. (2016) 0.295 11 Ground
simulated
Collin et al. (2016) 0.298 5.2 Ground
simulated

car geometry remains unchanged. Due to the high cost of DES simula-
tions, 50 KCPU hours per case in this study, the half ground clearance
cases are resolved by RANS simulations. The computed Cps of the sta-
tionary and moving ground cases were 0.253 and 0.254, respectively.
Note that the equivalent RANS predictions for the drag of the normal
ground clearance cases were 0.279 (SG) and 0.262 (MG), consistent with
the more expensive IDDES simulations. These additional simulations
show that for the DrivAer-Estate, the value of Cp is sensitive to the
ground clearance, but again the effect due to differences in ground mo-
tion is minimal. Of course, more detailed and accurate analysis of the
ground motion effect at a lower ground clearance height could be ach-
ieved by scale-resolving simulations (e.g., DES).

4. Conclusions

In conclusion, in this paper both time-averaged and dynamic flow
characteristics around a generic estate vehicle (DrivAer-Estate), together
with the corresponding aerodynamic loadings, subject to two different
ground configurations, have been thoroughly investigated. Primarily,
this study shows that the flow field around, and in the wake of, a generic
estate vehicle has the following distinct aerodynamic features compared
with sedan or fast-back vehicles. First, the coherent time-averaged
streamwise vortex pair that forms within the wake still exists but is not
caused by the rear pillar vortices peeling off from the car surface and
tilting downstream. Instead, it is formed from the interaction and
merging of multi-scale near-wake structures and realignment of near-
wake vorticity into the downstream direction. In this case, the presence
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of the vortex pair is only clear some distance from the rear of the vehicle.
In addition, the overall strength of the counter-rotating pair is weaker
than for the fast-back wake. Second, there is no significant indication of
downwash present within the wake, leading the vortex pair to propagate
almost horizontally downstream. Of course, self-induction of the vortex
pair should also propagate the pair towards the ground as it moves
downstream, so this is also an indication of the relatively weaker strength
of the pair. Dynamically, the broad power spectra of wake velocity
components and lack of strongly dominant (energetic) proper orthogonal
decomposition modes indicate that the wake is very chaotic, suggesting
that it consists of multiple smaller-scale geometry-generated and turbu-
lent features instead of being dominated by more energetic quasi-
periodic dynamic features, such as identified for other vehicle types.
By comparing the flow characteristics with stationary or moving ground,
the results show that the impact of ground motion is exerted through the
ground boundary layer growth, and it only alters the flow field in prox-
imity to the ground. However, as the main wake features, such as the
formation and propagation of the trailing vortical structures, locate
beyond the ground boundary layer region, the impact of the ground
configuration on the flow characteristics around the DrivAer-Estate is
limited. In line with the limited influence on the wake-flow structure, the
identifiable effect on the surface pressure due to the ground configura-
tion is only apparent on the underbody surface. Consequently, the ground
boundary condition only has a significant impact on the lift prediction,
changing it by a factor of approximately two, but its influence on the drag
is minimal, with the time-mean predictions within 3% of each other. This
work has specifically investigated the wake flow structures, base pressure
distribution and wake velocity provided proposals to account for the
differences to the flow topology. Many other studies do examine the body
forces, and examine the general wake topology without providing more
detail. However, the underlying reason why the ground condition on an
estate-type vehicle has limited influence remains undetermined. The
present study tries to answer this question by determining the effects of
ground motion on the flow features around the vehicle, and hence
improve the current understanding of why such a vehicle type is rela-
tively less sensitive to ground motion. This study additionally provides
examples of methodology that can be applied to further analyse results
for numerical work that investigate testing facility configurations, with
most numerical studies utilising an unsteady solver. Further detailed
wake information on the full-scale DrivAer-Estate is provided, providing
greater fidelity than might be feasible in experiments. The long solve
time for the transient simulation has shown the energy content of the
wake’s vorticity to have little coherence or clear oscillatory behaviour, as
shown by the POD results.
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