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Abstract Computed tomographic X-ray velocimetry has

been developed for simultaneous three-dimensional mea-

surement of flow and vessel geometry. The technique uses

cross-correlation functions calculated from X-ray projec-

tion image pairs acquired at multiple viewing angles to

tomographically reconstruct the flow through opaque

objects with high resolution. The reconstruction is per-

formed using an iterative, least squares approach. The

simultaneous measurement of the object’s structure is

performed with a limited projection tomography method.

An extensive parametric study using Monte Carlo simula-

tion reveals accurate measurements with as few as 3 pro-

jection angles, and a minimum required scan angle of only

30�. When using a single/source detector system, the

technique is limited to measurement of periodic or steady

flow fields; however, with the use of a multiple source/

detector system, instantaneous measurement will be pos-

sible. Synchrotron experiments are conducted to demon-

strate the simultaneous measurement of structure and flow

in a complex geometry with strong three-dimensionality.

The technique will find applications in biological flow

measurement, and also in engineering applications where

optical access is limited, such as in mineral processing.

1 Introduction

Many biological flows exhibit strongly three-dimensional

flow characteristics. This is especially true of the cardio-

vascular system. Hemodynamic properties, particularly

shear, are the primary driving factor in atherosclerosis

(Nesbitt 2009) and have been shown to affect the devel-

opment of the heart and arterial endothelium (Hove et al.

2003). The common sites for atherosclerosis, including the

carotid bifurcation and the aortic arch, are those that

exhibit complex geometries and flow structures. It follows

that a flow measurement technique capable of measuring

blood flow fields in 3D at high resolution would be a

valuable tool for research in biological fluid mechanics.

Furthermore, the precise mechanical, chemical and physi-

ological conditions in the body are difficult replicate

in vitro; therefore, the ability to measure blood flow

in vivo is necessary to study the effects of hemodynamic

properties on atherosclerosis and cardiac development.

This capability also provides a pathway for new techniques

of diagnosis and treatment for cardiovascular disease.

Particle image velocimetry (PIV) is an established

technique for non-invasive flow field measurement, in

which a particle laden fluid is illuminated using a visible

wavelength laser, and image pairs are analyzed for particle

displacement using cross-correlation techniques (Adrian

2005). PIV is favored over other techniques as it provides

very high resolution and accuracy. Variants exist for 3D

measurement, such as l PIV (Hove et al. 2003; Poelma

et al. 2010), tomographic PIV (Elsinga et al. 2006) and

Holographic PIV (Barnhart et al. 1994). Both tomographic

PIV and holographic PIV are capable of time-resolved

measurement, while the scanning procedures required for

3D l PIV mean that only constant or periodic flows may be

measured.
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When particle seeding density is low, 3D particle tracking

velocimetry (PTV) methods may also be used (Maas et al.

1993; Pereira et al. 2000; Troolin and Longmire 2010;

Kitzhofer and Brucker 2010). The low particle seeding

density required for PTV results in a reduced spatial reso-

lution and limits these techniques to applications where

strict control of seeding density is possible, which may be

difficult in many biological applications.

These techniques have been applied to in vitro models

of the cardiovascular system to characterize and study

biological flows (Nesbitt et al. 2009; Vetel et al. 2009);

however, the requirement of optical access has limited

in vivo experiments to either thin-walled or transparent

animal models (Hove et al. 2003; Poelma et al. 2010; Lu

et al. 2008). Several groups have attempted to address this

limitation by applying PIV analysis techniques to imaging

modes capable of seeing through living tissue, most nota-

bly Ultrasound and X-ray imaging.

Ultrasound imaging has been combined with PIV,

termed echocardiographic PIV (echo PIV) for non-invasive

measurement of cardiac flows (Kheradvar et al. 2010; Kim

et al. 2004), including measurement of the flow in a rat

carotid artery (Niu et al. 2010). This technology has

advanced to application in a clinical setting; however,

those studies show severe limitations in both spatial and

temporal resolution. Unfortunately, ultrasonic imaging is

inherently limited by a trade-off between penetration and

spatial resolution. The depth of penetration of an ultrasonic

wave is inversely proportional to its wavelength; however,

the spatial resolution achieved is directly proportional to its

wavelength. This trade-off limits high-resolution ultra-

sound imaging to tissue at a depth on the order of milli-

meters (Niu et al. 2010) and has resulted in a spatial

resolution for velocity measurements of no better than

20 mm in clinical echo PIV applications (Kheradvar et al.

2010). In fact, when comparing measurements using echo

PIV with those from laser-based digital PIV in vitro, it was

found that echo PIV was unable to resolve small-scale

features of ventricular flow and also underestimated high

velocity values, resulting in only a qualitative measurement

of the flow-field (Kheradvar et al. 2010).

Particle tracking algorithms have been applied to images

acquired using laboratory-based X-ray equipment to pro-

duce 3D flow measurement within opaque bubble columns

(Seeger et al. 2001; Kertzscher et al. 2004); however, these

techniques suffer from the same drawbacks as laser-based

PTV methods in that the requirement for low seeding

density limits the spatial resolution achieved.

PIV has been combined with synchrotron X-ray imaging

to produce high-resolution measurement of flows within

opaque vessels (Dubsky et al. 2010; Fouras et al. 2007; Im

et al. 2007; Irvine et al. 2008, 2010; Kim and Lee 2006;

Lee and Kim 2003). The coherence and brightness of

synchrotron radiation sources allow phase-contrast X-ray

imaging (PCXI) to achieve ultra-fast, high-resolution

imaging at higher contrast than is possible with typical

absorption-based imaging (Fouras et al. 2009a). Similar in

nature to in-line holographic imaging, propagation-based

PCXI exploits the slight refraction of X-rays that occurs at

the interfaces between materials. By allowing the X-rays to

propagate some distance beyond the sample prior to

detection, the transmitted and refracted rays generate

interference patterns, resulting in a phase-contrast image in

which weakly absorbing materials can be distinguished

(Fouras et al. 2009a; Wilkins et al. 1996). Recent advances

have also been made in imaging and tracer particle tech-

nology specific to X-ray PIV applications (Lee et al. 2010;

Wang et al. 2008).

X-ray PIV was first applied in vitro using traditional

two-dimensional PIV analysis techniques (Kim and Lee

2006; Lee and Kim 2003). It was then shown that since

X-ray illumination produces transmission images, the

image pair cross-correlation functions contain three-

dimensional (3D) velocimetric information (Fouras et al.

2007). This information has been exploited in single pro-

jection techniques, using certain assumptions, to yield 3D

measurement of flows within known symmetry constraints

(Fouras et al. 2007; Irvine et al. 2008, 2010). The authors

have recently extended these methods for general three-

dimensional velocity measurement, using tomographic

reconstruction based on multiple projections. This tech-

nique, computed tomographic X-ray velocimetry (CTXV)

(Dubsky et al. 2010), was applied to in vitro blood flow,

yielding high-resolution 3D velocity measurement in

opaque vessels. As multiple projection images are taken,

reconstruction of the vessel structure using computed

tomography (CT) is also possible.

When utilizing a single source/detector imaging line, as

in a standard synchrotron setup, the multiple projections

are acquired by rotating the sample, limiting CTXV to

time-averaged or phase-averaged measurement of constant

or periodic flows. However, where all projections can be

acquired simultaneously using a multiple source/detector

system, instantaneous measurement may be possible.

The current paper reports new advances in the CTXV

technique from the implementation described in Dubsky

et al. (2010). In addition to a detailed description of the

CTXV technique, new contributions include a method for

increasing computational efficiency, and the addition of the

simultaneous measurement of the vessel geometry. Fur-

thermore, an extensive Monte Carlo simulation has been

conducted to evaluate the effect of imaging parameters on

the accuracy of velocity reconstructions. Results from

in vitro experiments are also presented, demonstrating the

application of CTXV to the 3D measurement of both the

flow and geometry in an opaque vessel.
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2 Computed tomographic X-ray velocimetry

A typical imaging setup for CTXV is shown in Fig. 1. The

monochromatic beam passes through the particle-seeded

fluid. X-rays are slightly refracted at the interfaces between

materials. The transmitted and refracted rays are allowed to

propagate and interfere before being converted into visible

light by the scintillator. This is then imaged using a high-

speed detector and visible light optics, resulting in a phase-

contrast projection image. The image results from the

superposition of interference fringes generated by the

particle-liquid interfaces, creating a dynamic speckle pat-

tern that faithfully follows the particles (Fouras et al. 2007;

Irvine et al. 2008, 2010).

Figure 2 illustrates the image preprocessing procedure.

A raw phase-contrast image of hollow glass spheres is

shown, acquired using an X-ray scintillator that is optically

coupled using a fibre-optic taper to a CCD detector

(Hamamatsu C9300-124S). This fibre-optic coupling

replaces the lens and mirror shown in Fig. 1 and results in

the honeycomb structures seen in the raw image. Hori-

zontally oriented streaks are also apparent, which result

from the crystal monochromator. Average image subtrac-

tion removes these stationary structures from the image,

along with any effects due to inhomogeneous illumination,

dust on the optics and the vessel walls. The average image

subtraction acts as a temporal low-pass filter, and as the

signal from the particles exhibits a high temporal fre-

quency, this will remain unaffected. The phase-contrast

signal from the particle interference fringes is then inverted

using a phase retrieval algorithm, which is used to recover

the projected thickness of the particles, preparing the

images for cross-correlation analysis (Irvine et al. 2008).

Unlike visible light-based imaging systems, in which

images contain focus or holographic information from which

depth can be inferred (Barnhart et al. 1994; Fouras et al.

2009b; Willert and Gharib 1992), the transmission nature of

PCXI results in a two-dimensional volumetric projection

image in which the entire volume is in focus, and therefore

contains no information of the distribution of velocity in

planes parallel to the X-ray beam propagation direction.

Furthermore, from any single viewing angle, only two com-

ponents of displacement can be determined. This information

deficit is overcome by rotating the sample and imaging from

multiple projection angles, allowing tomographic recon-

struction of the velocity field within the volume. From these

multiple projections, simultaneous tomographic reconstruc-

tion of the object structure is also possible.

2.1 Forward projection

As in traditional PIV, particle image pairs are discretized into

interrogation regions, and cross-correlation is performed on

Fig. 1 Schematic of the

experimental setup for CTXV.

The monochromatic X-ray

beam is transmitted through the

sample and is converted to

visible light by the scintillator,

which is imaged using a high-

speed detector system to

produce a projection image.

Multiple projection data are

gathered by rotating the sample.

Cartesian co-ordinates

(x, y, z) are fixed to the sample

and rotated at an angle h from

the beam axis p

Fig. 2 Example of image preprocessing for CTXV. Raw phase-

contrast image of hollow glass spheres in glycerin (left). Average

image subtraction removes stationary structures from the images

(middle). Phase retrieval removes effects of interference fringes

(right) and prepares images for cross-correlation analysis
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these regions. However, due to the large velocity distri-

bution within the projected interrogation region, the cross-

correlation functions will be highly distorted. The resulting

projected cross-correlation statistics can be modeled as the

velocity probability density function (PDF) of the flow

projected onto that sub-region of the image, convolved

with the particle image auto-correlation function (Fouras

et al. 2007; Westerweel 2008). Therefore, if the flow field

and particle image autocorrelation function are known, the

cross-correlation functions that would theoretically result

from the flow field can be estimated. This represents the

forward projection model (Fig. 3). CTXV provides a

solution for the inverse problem of reconstructing the flow

field from the known cross-correlation data.

The effect of finite exposure time on the cross-correlation

function of projection image pairs, as demonstrated by

Fouras et al. (2007), must also be taken into account. Due to

motion of the particle during the exposure, the contribution

of each velocity to the cross-correlation function will be

stretched along the direction of that velocity, with a magni-

tude that is linearly proportional to that velocity. As this

effect has been well characterized, it can be easily accom-

modated into the forward projection model to eliminate any

errors due to this phenomenon.

The spatial relationship of the reconstruction space to

the image plane must be known for accurate forward pro-

jection. This can be achieved with accurate knowledge of

the location of the center of the rotation stage with respect

to the image plane, which can be measured using several

methods (Azevedo et al. 1990; Donath et al. 2006). This

offset should be known to an accuracy that is better than

the size of the smallest unit of tomographic reconstruction.

For other methods, this unit is the 3D image voxel, but in

this case, it is the much larger and more easily achieved

cross-correlation interrogation window size used for the

velocity reconstruction. A simple approach is to use two

images of the sample acquired at projection angles sepa-

rated by 180�. By mirroring one of these images, and cross-

correlating, the offset of the center of rotation with respect

to the center of the detector can be accurately calculated.

Where insufficient object contrast is apparent in the ima-

ges, the phase-contrast map (refer to Sect. 3) of the images

may also be used for this purpose.

2.2 Solution to the inverse problem

Figure 4 demonstrates the implementation of CTXV. The

velocity field is reconstructed in slices orthogonal to the axis

of rotation, concurrent with the rows of interrogation regions

within the projection images. A rectangular grid model

represents the flow-field in the reconstruction domain. The

three velocity components are defined at each node point in

the model, and bi-linear interpolation is used to define the

flow between node points. Higher degree interpolation

schemes may be used, such as spline interpolation, at the

expense of computation time and robustness.

Cross-correlation functions are estimated using the

method shown in Fig. 3. The convolution is effected

through a Fast Fourier Transform (FFT) implementation.

A Levenberg–Marquardt algorithm is utilized to minimize

the error between the cross-correlation functions estimated

from the flow model and those measured from the pro-

jection image pairs, resulting in a calculated flow model

that accurately represents the flow-field. As the problem is

heavily over-specified, a Tikhonov-type regularization

scheme is used to ensure convergence of the reconstruc-

tion, where the regularization function is equal to the sum

of the difference between each node velocity value and the

mean value of its neighbors.

2.3 One-dimensionalization of the cross-correlation

In order to reduce the required computation time

and memory required for the reconstructions, a one-

dimensionalization of the cross-correlation functions is

performed. Projection of the cross-correlation data results

in two one-dimensional representations of the function, for

each of the velocity components, vq and vr, as illustrated in

Fig. 5. The one-dimensionalization of the cross-correlation

data will result in a loss of information, specifically the

Cross-sectional flow model Projection images

AUTOCORRELATIONINTEGRATION

CONVOLUTIONVelocity PDF Auto-correlation
function

Estimated cross correlation function

Fig. 3 Schematic of the forward projection model. Cross-correlation

functions are estimated by convolution of the velocity PDF, projected

from the flow model, with the auto-correlation function calculated

from the projection images
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relationship between the two velocity components vr and

vq; however, this loss of information is balanced by a

significant speedup in the velocity reconstruction. Addi-

tionally, by separating the two components, they can be

reconstructed separately, reducing the number of parame-

ters to be optimized for each Levenberg–Marquardt

implementation.

The Levenberg–Marquardt implementation requires the

Jacobian matrix J = qx/qp to be calculated several times

during the reconstruction, where x represents the data to be

fitted (the cross-correlation data), and p contains the

parameters in the reconstruction (i.e. the velocity values at

the node points in the reconstruction domain). Due to the

non-linear nature of the reconstruction, J is calculated

using a finite differencing scheme, requiring np forward

projections of the reconstruction domain, where np is the

size of p.

Each forward projection requires one convolution for

each cross-correlation window used for the reconstruction.

These convolutions represent a major component of the

runtime and a substantial computational expense. For

example, the results presented in Sect. 5 required O(109)

convolutions for the reconstruction. It is well known that an

FFT-based convolution requires OðnlognÞ operations,

where n is the size of the transformed data. The decimation

of each 2D correlation map of size a2 into 2 9 1D corre-

lation maps of size a will therefore reduce the runtime by

a2 logða2Þ
2alogðaÞ ¼ a: ð1Þ

Additionally, the ability to solve for vr and vq separately

reduces the degrees of freedom for each individual

optimization and, when combined with the reduced size

of the correlation data x, results in significantly faster

convergence of the reconstruction, and a more rapid

computation of each iteration.

3 Simultaneous structure reconstruction

To model the forward projection of the velocity PDF cor-

rectly, the relative particle seeding density within the

reconstruction domain must be known. Assuming homog-

enous seeding within the working fluid, this corresponds to

knowledge of the flow geometry. We propose here a CT

technique that allows the flow geometry to be reconstructed

using the data obtained during the CTXV scan.

In typical CT reconstruction techniques, integrated object

density in the projection direction is calculated from the X-

ray transmission, which will be proportional to pixel

intensity values on a digital projection image. In the case of

a material of constant density, this integrated object density

will be proportional to the object thickness (Kak and Slaney

2001). The contrast of the particle speckle (defined as the

ratio of the standard deviation of the image intensity to the

mean intensity) will increase with the square root of object

thickness (Berry and Gibbs 1970), and so this statistic may

also be used for tomographic reconstruction of the object’s

structure. This is advantageous, as in many cases, including

in vivo imaging of blood vessels, the absorption contrast

alone is insufficient for tomographic reconstruction. Fur-

thermore, the motion of the particles between images taken

at different projection angles results in artifacts in the sub-

sequent reconstructions. In comparison, the particle speckle

contrast will be stationary for all viewing angles. An

Projection image pair

Measured correlation
function 

Estimated 
correlation 
function 

MINIMIZE RESIDUALq

r

yx
p

Measurement region for single
interrogation window 

Cross-sectional 

vq

vr
vq

vr

z

Fig. 4 CTXV reconstruction. The residual between cross-correlation

functions estimated from the flow model (refer to Fig. 3) and those

measured from the projection images is minimized over all

interrogation windows and all projection angles simultaneously to

yield a cross-sectional flow model that accurately represents the flow-

field

Fig. 5 One-dimensionalization of the cross-correlation functions.

Integrating across the rows and columns in the 2D cross-correlation

function yields a 1D representation of the velocity PDF in the r and

q directions, respectively

Exp Fluids (2012) 52:543–554 547

123



example of the substantially greater signal achieved using

the particle speckle contrast, when compared to the raw

phase-contrast image, is shown in Sect. 5 of this paper. The

particle speckle contrast is calculated for discrete sub-

regions in each phase-contrast image, prior to phase retrie-

val. The flow geometry is reconstructed from the particle

speckle contrast data using an algebraic reconstruction

technique, based on the method described in Kak and Slaney

(2001). The use of an algebraic technique allows for accu-

rate reconstructions with low numbers of projections.

4 Parametric study

An extensive Monte Carlo simulation was performed to

elucidate the effects of the imaging parameters on CTXV

reconstruction accuracy. The relevant imaging parameters

for CTXV are the number of projections acquired (nproj),

the number of correlation averages performed at each

projection angle (nave), the angles of projection and the

particle seeding density. The minimization of nproj and nave

is important to reduce scan time, X-ray dose, computa-

tional expense, and in the case of a multiple source/detector

configuration, equipment cost. The particle seeding density

and angles of projection may be limited by the specific

experiment, and so knowledge of the effects of these

parameters on reconstruction accuracy is also useful.

Synthetic projection image pairs were generated using

randomly positioned particles. Reconstructions were per-

formed with varying nproj and nave, and the total scan angle.

Each data point in the results represents the statistics of 128

individual reconstructions. The root mean square (RMS)

error is calculated as,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

x;y;z ½e2
x þ e2

y þ e2
z �

3N

s

; ð2Þ

where ex; ey, and ez are the absolute errors in vx; vy, and vz,

respectively, and N is the total number of vectors used in

the ensemble. Reconstructions that exhibit an RMS error of

less than 1 pixel (px) are deemed acceptable. Two flow

cases were studied, an axisymmetric flow and an asym-

metric flow (Fig. 6). The axisymmetric flow is made up of

a parabolic vz profile with a diverging vx and vy flow, with a

maximum displacement between frames of 10 px. The

asymmetric case exhibits a reversing vz profile with mono-

directional cross-flow, with a maximum displacement

between frames of 20 px.

Figure 7 shows the combined RMS error, plotted against

both nave and effective seeding density. Here, effective

seeding density is defined as the seeding density for a

single image multiplied by nave. Correlation averaging will

have an equivalent effect on the quality of the cross-

correlation statistics as an increase in effective seeding

density (Westerweel 2004). This metric is intended as an

indication of the number of particles used in the correlation

statistics and does not account for image noise or errors due

to false correlations. In general, an increase in nave will

improve the quality of the correlation map to a higher

degree than an equivalent increase in the absolute seeding

density; however, both will result in higher quality corre-

lation maps. Projections were equally spaced over 180�.

As expected, an increase in nave gives a reduction in

error. Importantly, acceptable results are obtained with as

few as 3 projections. The RMS error continues to reduce as

effective seeding density increases past 1 particle per pixel

(ppp). Due to the volumetric nature of PCXI, these high

seeding densities can be easily obtained in X-ray PIV

experiments. The reconstructions of the asymmetric flow

case exhibit greater errors. This is most likely due to a

wider distribution of velocities present in the flow-field,

causing a more elongated correlation function, and thus a

lower signal to noise ratio.

The average error for all reconstructions was found to be

below 1% of the maximum velocity, indicating that the

errors found in the simulation are predominantly random

errors. A slight bias error acts to underestimate the

Fig. 6 Flow-fields used for synthetic image generation: Axisymmet-

ric flow-field (left), with parabolic vz profile and diverging vx and vy

velocities, and asymmetric flow-field (right), with reversing vz profile

and mono-directional cross-flow. Surface and colors indicate vz

component, and vectors show the vx and vy components
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velocity. This is most likely caused by the linear interpo-

lation used in the reconstruction. This may be resolved by

using higher-order interpolation schemes, at the cost of

computational efficiency.

Figure 8 shows the same data plotted against effective

dose (defined as the number of image pairs acquired over

the total scan, that is, nproj � nave), expressed as a per-

centage of the maximum displacement. The data converge

onto a single curve, indicating that the reconstruction

accuracy is related to the effective dose and that this

relationship is largely independent of the number of pro-

jections. This is an important distinction from typical CT

reconstruction, in which the accuracy of the reconstructions

is strongly related to the number of projections. This dif-

ference is explained by considering the amount of infor-

mation gathered from each projection. While conventional

CT uses projected line-integrals, the use of the cross-

correlation allows the projected velocity PDF to be

extracted from the projections, and hence, far more infor-

mation is available for the reconstruction.This result is

significant and guides the experimentalist in the choice of

imaging parameters. For example, if fewer projections are

available, one must increase image quality, number of

correlation averages, or seeding density, or conversely, the

addition of more projections may be used to overcome poor

image quality.

Figure 9 shows the effect of the total scan angle on

the RMS error for 3 and 6 projections. To eliminate any

effects of directionality in the flow-field, this study was

performed only on the axisymmetric flow case; however,

the trends will be qualitatively valid for general flow

fields. An optimal total scan angle of 120� was found for

3 projections (i.e. 2 increments of 60� each) and 150� for

6 projections (i.e. 5 increments of 30� each), representing

equal spacing over 180� (exclusive). This is not sur-

prising, as projections spaced 180� apart are equivalent,

and therefore, the inclusion of a 180� projection is

redundant. It should also be noted that the minimum

total scan angle for acceptable results to be obtained is

30�, which may be important where access to the sample

is limited.

5 Experimental application

Experiments were performed to demonstrate the applica-

tion of CTXV to the simultaneous measurement of struc-

ture and velocity. Experiments were conducted at the

SPring-8 Synchrotron, Hyogo Japan, on the medical

imaging beamline BL20B2.

The sample used was an opaque plastic model, with a

complex three-dimensional geometry, manufactured using

ObjetTM rapid prototyping technology. The test section

consisted of a solid cylinder of 14 mm diameter, with a

hollow section allowing internal flow of the working fluid

(Fig. 10). The geometry of the hollow section was con-

structed as the union of a cone and a helically swept circle,

resulting in corkscrew geometry with a decreasing cross-

sectional area. The geometry was chosen to exhibit a

strongly three-dimensional flow. The working fluid,
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Fig. 7 RMS Error vs. nave for

axisymmetric case (left) and

asymmetric case (right),
for nproj = 3 (filled square),

nproj = 6 (filled triangle),

nproj = 9 (filled circle),

and nproj = 18 (filled diamond).

Results show acceptable

accuracy using as few as

3 projections, provided the

effective seeding density is

sufficiently high
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Fig. 8 RMS error versus effective dose (nproj�nave) for axisymmetric

(filled triangle) and asymmetric (filled circle) flow-fields. Data

collapse onto a single curve for all numbers of projections, indicating

that the error is proportional to effective dose, and independent of the

number of projections
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glycerin seeded with 35 lm (nominal) solid glass spheres

(Spheriglass A, Potters Inc.), was pumped through the

model at 0.1 ml/min using a syringe pump (Harvard

Apparatus, PHD 22/2000). The propagation distance,

defined as the distance from the front face of the object to

the scintillator, was optimized for maximum signal to noise

ratio of the glycerin/glass mixture at 6m.

The imaging setup used for the experiment is illustrated

in Fig. 1. The BL20B2 beamline uses a bending magnet

insertion device. An X-ray energy of 25 keV was selected

using an Si-111 monochromator. A fast X-ray shutter was

used to minimize sample dose, and also to protect the P43

scintillator from the high flux X-ray beam. An EM-CCD

detector (Hamamatsu C9100-02) was used for its sensi-

tivity and low-noise characteristics. The optics used

resulted in an effective pixel size of 9.5 9 9.5 lm,

allowing a field of view of 9:5 mm � 9:5 mm. Images were

acquired at 19 angles, evenly spaced over 180� (inclusive).

The 180� projection was included to allow the calculation

of the center of rotation of the sample; however, this may

be excluded in place of a simple calibration/alignment

process. The detector acquired images at 2.85 frames per

second with an exposure time of 300 ms.

The flow geometry was reconstructed using the method

described in Sect. 3. Figure 11 clearly demonstrates the

substantially higher signal achieved using the particle

speckle contrast data when compared to the raw phase-

contrast image. The speckle contrast map was generated

using 16 � 16 px2 sub-regions with 50% overlap. Fig-

ure 12 shows the computer-aided design (CAD) model

used for the manufacture of the hollow section of the flow

model and the tomographically reconstructed geometry,

segmented using a gradient-based edge detection method.

For the velocity reconstruction, cross-correlation func-

tions were calculated using 64 � 64 px2 interrogation

windows with 75% overlap. Correlation averaging was

used with an ensemble of 99 image pairs taken at each

projection angle to produce the averaged correlation data.

The 69 axial slices were individually reconstructed using a

rectangular grid, with a spacing of approximately 350 lm,

interpolated onto the structural reconstruction domain

(Fig. 13). This results in the use of a velocity value for each

planar voxel within the object reconstruction being utilized

for the cross-correlation estimation, and hence a vector

spacing of 8 px.

The resulting structure and velocity fields are shown in

Fig. 14. As expected, the flow follows the helical geome-

try, increasing in speed as the vessel constricts through the

cone section. The results illustrate the ability of the tech-

nique to measure complex 3D flows, even with few

projections.

To demonstrate the statistical convergence in the cor-

relation ensemble, the number of image pairs used to

generate the correlation data at each projection (nave) was

varied from 1 to 75. The RMS error between these

reconstructions and those using the full set of 99 image

pairs was calculated using Eq. 1 and expressed as a per-

centage of the maximum velocity (jvjmax ¼ 11:51 px)

(Fig. 15). The trend shown in the Monte-Carlo simulation

is confirmed by the results (Figs. 7 & 8). The results

show only a small decrease in the RMS error of the
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Results indicate that an equal

spacing over 180� is optimal

(120� for 3 projections, and

150� for 6 projections)

Fig. 10 Schematic of the test section of the experimental model,

consisting of a solid cylinder with a hollow section allowing internal

flow of the working fluid. Arrows indicate flow direction
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reconstructions for an increase in nave from 50 to 75, when

compared with the reconstructions using 99 averages,

indicating an adequate number of image pairs in the

analysis.

To further validate the accuracy of the reconstructions,

the divergence of the vector field was calculated. As the

flow can be considered incompressible, the principle of

continuity dictates that the flow will exhibit zero diver-

gence, that is

r�v ¼ ovx

ox
þ ovy

oy
þ ovz

oz
¼ 0: ð3Þ

The partial derivatives in Eq. 3 were calculated using

the method described in Fouras and Soria (1998). By

multiplying r�v by the vector pixel spacing (8 px), the

divergence can be calculated in terms of pixel velocity. The

divergence in the reconstruction exhibits an approximately

random spatial distribution, with slightly more divergence

present in reconstruction planes that contain higher

velocities. This is not surprising, as the reconstruction

errors in these regions are expected to be larger, due to the

reduction in the SNR of the correlation functions resulting

from the wider velocity distribution, as shown in the

parametric study (Sect. 4). Figure 16 shows a histogram of

the divergence of the reconstructed vector field, expressed as

a percentage of the maximum velocity (jvjmax ¼ 11:51 px).

The reconstruction has an average divergence of 0.017%

(0.002 px) with 99% of voxels exhibiting an absolute

divergence less than 3.48% (0.40 px). These results

show that the reconstructed 3D vector field is consistent

with the principle of continuity, indicating a high level of

accuracy.

6 Summary and conclusions

We have developed and applied the CTXV technique for

simultaneous velocity and structure measurement for flow

in opaque vessels. Through Monte Carlo simulation, it was

demonstrated that accurate reconstructions can be obtained

with as few as 3 projections and as little as 30� total scan

angle, provided sufficient image quality is achieved. It was

shown that accuracy is determined by the effective dose

Fig. 11 Phase-contrast image

(left) of sample and

corresponding particle speckle

contrast map (right),
demonstrating the substantially

greater signal achieved by using

the speckle contrast data. Both

figures show the average data

from 100 images

Fig. 12 Computer-aided design

model used for the hollow

section of the sample (red), and

CT reconstruction based on the

particle speckle contrast (blue).

The geometry consists of the

union of a cone and a helically

swept circle

Fig. 13 Illustration of the velocity reconstruction domain for a single

axial slice. The velocity is reconstructed on a rectangular grid,

interpolated onto the object geometry shown in grey
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(nproj�nave) and that this relationship is largely independent

of the number of projections acquired. Accurate results

were demonstrated in a complex flow with strong three-

dimensionality in both structure and velocity.

The use of a single source/detector configuration limits

the application of CTXV to time-averaged or phase-

averaged measurement of constant or periodic flows.

However, the low numbers of projections required for

accurate velocity reconstruction open the possibility of

instantaneous measurement using a multiple source/detec-

tor setup, which could be based on laboratory phase-

contrast X-ray sources. Furthermore, as many biological

flows, such as blood flow, are periodic, phase-averaged

measurements are adequate to characterize the fluid

mechanics in these systems.

With little adaptation, the technique may also be used in

conjunction with imaging modes other than PCXI such as

visible laser light or infrared imaging. This may be useful

for applications with limited access, or cases where spe-

cialized or expensive cameras are needed, prohibiting the

use of multi-camera set-ups required by other laser-based

techniques.

Recent developments in ultrafast synchrotron imaging

(Wang et al. 2008) and X-ray PIV tracer particles (Lee

et al. 2010) will result in the capability to image flows at

physiological rates, allowing application of this technique

to in vivo measurement of blood flow. Engineering appli-

cations may also be found where optical access is limited,

for example in the mineral processing or automotive

industries.

Fig. 14 CTXV reconstruction of flow through helical geometry. A

section of the result has been rendered as transparent for visualization

of the flow. Colors represent velocity magnitude. For clarity, vector

resolution is reduced by 4 9 in x, y, and z. The results illustrate the

ability of CTXV to simultaneously measure the 3D structure and

velocity of flow through complex geometries
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