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Abstract. This work deals with numerical simulation of a spatially-developing supersonic tur-
bulent boundary layer at a free-stream Mach number of M = 2.25 and a Reynolds number of
Reθ

= 5000 with respect to free-stream quantities and momentum thickness at inflow. Since a
shock-capturing scheme is used, a hybrid numerical scheme has been developed to reduce its dis-
sipative properties. The issue of the generation of coherent turbulent boundary conditions is also
addressed. A method originally developed by Lund, based on a rescaling technique, has been mod-
ified by adjusting the scaling coefficient to provide smooth transition between the inner and the
outer parts of the boundary layer. This modification is essential for avoiding the drift previously
observed in the mean streamwise velocity profile. The obtained results are analysed and discussed
in terms of mean and turbulent quantities. Excellent agreement between LES, DNS and experi-
mental data is obtained. The validity of the assumptions of the strong Reynolds analogy (SRA) is
also addressed.
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1. Introduction

Eddy structures and internal dynamics of compressible supersonic turbulent bound-
ary layers (see Fig. 1) may play an important role in aerospace applications,
specifically when surface heat transfer on high-speed vehicles or unsteadiness in
shock/turbulent boundary layer interactions are of concern. Today, large-eddy sim-
ulation has demonstrated its capabilities in calculations of relatively complex flows
and can be used as a design tool for real-time optimization. The rising computational
power and the improved numerical techniques are able to solve more scales presented
in turbulent flows and thus predicting unsteady effects better than RANS or URANS
methods. The purpose of this paper is to develop reliable CFD tools and estimate
the area of their applicability for complex compressible flows situations, including
shocks, boundary layer, acoustics, compressibility effects... The primary focus of the
present contribution is the study of a spatially-developing turbulent boundary layer
at Mach number 2.5 over an adiabatic flat plate using LES method. This test-case
provides the (unsteady) inflow conditions to the shock-boundary layer interaction
problem studied experimentally by Deleuze and Laurent [12, 13]. In addition, anal-
yses of the turbulent structures may significantly contribute to the understanding of
the turbulence behaviour of supersonic boundary layers as well as the development
of improved compressible turbulence models.
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M = 2.25

Figure 1. Large eddy simulation of supersonic boundary layer. Three-dimensional instan-
taneous view of density [3].

2. Numerical procedure and LES methodology

In addition to sub-grid scales modeling, another issue of LES technique is the choice
of the numerical method. As pointed out by Ghosal [1], Kravchenko and Moin [2],
the truncation error of low-order schemes may exceed the SGS term, leading to a
high numerical damping. Moreover, when fully compressible flows are investigated,
pressure (or density) discontinuities may appear and have to be captured without
adding too much numerical viscosity. To achieve this a fifth-order WENO scheme [4]
combined with a centred fourth-order scheme is used to calculate the convective
fluxes. Using a selective Ducros’ sensor, it was possible to confine the use of the
WENO scheme to the portions of the flow that contain discontinuities (shocks). This
technique contributes to reduce significantly the dissipation of the numerical scheme.
Viscous terms are discritized using a centred fourth-order accurate, while an explicit
third-order Runge-Kutta of Shu and Osher [5] is used for time integration. For nu-

Figure 2. Mean distribution of Ducros’ sensor in the boundary layer (left). Influence of
numerical scheme on the longitudinal velocity profile (right).

merical stability reasons, the minimum value of Φ (where Φ is the Ducros’ sensor
defined in Fig. 2), for which the centred scheme is selected, is fixed to Φc = 0.035.
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The computed mean value of Φ shows that the centred scheme is mainly used within
the boundary layer, since Φ < Φc for y/δ < 0.96 (see Fig. 2 - left). The advantage
of using a hybrid scheme is evident from Fig. 2 (right), where the normalised mean

velocity profile U+
vd (with U+

vd =
∫ U+

0

√
ρ/ρp dU+(y+) = ln(y+)/κ + C) exhibits a bet-

ter behaviour. In particular, if only the WENO scheme is used, the value of the
skin-friction velocity, uτ , is underestimated by approximately 30% compared to ex-
perimental data. However, this value is reduced to ∼10% with the hybrid scheme.
As previously reported [14, 15], this kind of underestimation is customary for com-
pressible LES. Concerning the inflow boundary conditions, an existing method of
generation of unsteady compressible turbulent boundary layers [9, 10, 11] has been
modified to avoid the drift of the mean velocity profile, observed in supersonic
boundary layer simulations. The modification was achieved through an appropriate
adjustment of the scaling coefficient to provide smooth transition between the in-
ner and the outer parts of the boundary layer [3]. Doing so, the new recycling and
rescaling method becomes robust and relaxes faster towards the target experimental
values (mainly the skin-friction velocity, uτ = τ 1/2

w , where τw = ν(∂u/∂y)|w and the
boundary-layer thickness δ). The main advantage of the recycling-rescaling method
is to allow the simulation to generate its own inflow data with more computationally
efficiency than the random fluctuation approach or the forced laminar-to-turbulent
transition method.

3. Results and discussion

A supersonic incoming boundary layer at M∞=2.3 and Reθ
=5000 (in the absence

of interacting shock) are reported here after. The size of the computational domain
is: Lx ≈ 15 δ, Ly ≈ 6.5 δ and Lz ≈ 0.6 δ, where δ = 10.83 mm is the incoming
boundary-layer thinckness. Notice that the spanwise length of the computational
domain represents 1/10th of the experimental wind tunnel extent. The two-point
autocorrelation coefficients in the homogeneous direction (z), for both the turbulent
velocity and thermal variables, are examined. Results (not presented here for conci-
sion) show that the decorrelation of velocity fluctuations is achieved over a distance
of Lz/2, indicating that the computational domain is chosen large enough to not in-
hibit the turbulence dynamics. The mesh has about 2.4×106 grid points, distributed
in wall units as: ∆x+ = 40, ∆z+ = 7 and ∆y+

min = 1, where y+ = yuτ/νw, with νw

and ρw the kinematic viscosity and the density at the wall, respectively. These
computations were performed on a parallel IBM-SP Power4 using 40 processors and
required 140h of CPU time.

3.1. Instantaneous structure and mean properties

An unsteady view of the supersonic flow is presented in Fig. 3. The examination
of the instantaneous three-dimensional iso-vorticity field shows that the boundary
layer is fully developed and self preserving.
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Figure 3. Numerical flow visualiza-
tion. Instantaneous density field with
iso-vorticity contours.

Also, the simulation reveals the appearance
of large-scale motion in the outer region of
the boundary layer, dominated by the entrain-
ment process. These large-scale structures are
particularly active near the boundary-layer
edge, where they remain coherent long enough
and are strongly responsible for the intermit-
tency of the boundary layer its growth rate.
Near-wall streaks can be visualized by con-
tours of the streamwise velocity fluctuation,
which is shown in Fig. 4 in a wall-parallel
plane at y+ ∼ 10. It is obvious from Fig. 4
that the computational domain contains sev-
eral streaks (more than 5) in the spanwise di-
rection, spaced by about L+

z = 455 wall units,
which is 4 times larger than the “Minimal

Flow Unit”recommended by Jimenez & Moin [16].

Figure 4. Instantaneous longitudinal velocity fluctuations in a wall-parallel plane at
y+ ≈ 10.

The reported turbulence statistics are examined to evaluate their consistency with
both DNS [6] and experimental measurements [12, 13]. They are based on time-
averaging of the instantaneous three-dimensional fields that were extracted from a
time series covering 160 characteristic times τm = δi/U∞, where δi is the incoming
boundary-layer thikness evolving at a free-stream velocity, U∞. As shown in Figs. 5
and 6, simulations match well with experimental results (for other parameters of
interest see the reference [3]).

3.2. Strong Reynolds Analogy

In supersonic turbulent flows, the Strong Reynolds Analogy (SRA) is derived from
the assumptions that the total temperature fluctuations are negligible, and the
Prandtl number is one, which leads to the following relation:

SRA =

√
T ′T ′/T̃

(γ − 1)M̄2
√

u′u′/ũ
≈ 1 (1)

where M̄ = ū/c̄ is the local Mach number. Relation (1) implies that velocity and
temperature fluctuations are anti-correlated, i.e., their correlation coefficient is:

Ru′T ′ =
u′T ′

√
u′2 T ′2

≈ −1 (2)

As shown in Fig. 7 (left), the relation (1) is valid in the whole boundary layer.
However, the value of the measured correlation coefficient −Ru′T ′ is less than unit
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Figure 5. Distributions of normalized mean flow variables (left) and subgrid turbulent
viscosity as function of wall-normal distance (right)

Figure 6. Distributions of normalized Reynolds shear stresses (left) and r.m.s values (right)

(≈ 0.85). In addition, recent DNS [6, 7] have shown that this coefficient fails to
0.60 throughout most of the boundary layer and exhibits a maximum value of 0.84
when the wall is approached. DNS and LES (performed in this study) reproduce
the same trend, except in the outer part of the boundary layer where the correlation
coefficient fall to 0.45 for LES. As suggested by Gaviglio [8], discrepancies observed
between experiments and simulations may be due to a difference in the magnitude
of the acoustic field which is much lower in the computations than in blowdown
supersonic wind tunnels. Furthermore, this result confirms that the fluctuations of
the total temperature are not negligible and the strong Reynolds analogy (SRA) is
not valid.

4. Conclusions

In this paper, a new approach, based on the use of a combined filter and discontinuity
sensor for monitoring the flow solution, is developed and validated for the simula-
tion of supersonic turbulent flows containing shocks with fine scale flow structures.
The current research is motivated by the desire to construct reliable compressible
Navier-Stokes solvers with accurate numerical tools for predicting complex super-
sonic aerodynamics in real applications. The numerical procedure, developed in this
study (a 3D compressible LES solver with improved inflow-data generation method)
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Figure 7. Plot of the the Strong Reynolds Analogy (left) and the −RuT correlation (right)
versus y/δ.

has been used to analyse the spatial evolution of a supersonic turbulent boundary
layer at M=2.25. This test-case provides the (unsteady) inflow conditions to the
shock-boundary layer interaction problem studied experimentally by Deleuze and
Laurent [12, 13]. Distributions of mean and turbulent flow quantities are analysed
and compared to experimental measurements and DNS data. Very interesting re-
sults are obtained. In particular, it is found that the LES accurately predicts the
mean temperature and density profiles, skin friction, root mean square of veloc-
ity, temperature fluctuations and Reynolds shear stress profiles. In agreement with
DNS [6, 7], this study shows that the u velocity component and temperature are
weakly anti-correlated (−RuT is approximately 0.5). Experimental evidence, how-
ever, suggests a higher value of the correlation coefficient than was found in this
simulation. Finally, fluctuations of the total temperature are not negligible and the
strong Reynolds analogy (SRA) is not valid.
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