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From vibrationsto diffusion in amorphous materials

H. R. Schober

Summary

Simulation of amorphous materials is hampered both by ttleddsymmetry, which
necessitates large samples, and by the slow evolution Wwit. t Despite this, combin-
ing first-principle calculations, molecular dynamics arg/gical modeling considerable
insight can be gained. This will be illustrated for the atormtynamics by examples from
covalent and metallic systems.

Introduction

Amorphous materials pose a twofold challenge to computaulsitions. First, the
lack of long range order and symmetry necessitates largplearm simulations. In first-
principle electronic calculations only a few hundred ataras be treated for a limited
number of possible configurations which forces one to resoefffective interatomic in-
teractions. Secondly, amorphous materials are not in taleequilibrium and, therefore,
evolve over long times from ns to years and longer, depenatingmperature. This again
rules out first-principle calculations since they are ledito short times of order ps. On
the other hand methods such as Monte Carlo, which have noeinhime scale, are ham-
pered by the absence of an underlying lattice and consdgukeatuncertainty in defining
a suitable elementary process.

Despite these difficulties, by combining different methoelg). first principle elec-
tronic calculations, classical molecular dynamics andsptaf models, considerable progress,
both concerning general and material specific propertes bleen made over the last few
years. We will illustrate this on three examples conceimgabn classical molecular dy-
namics. First we illustrate the problem of long times on tkareple of the quench rate
dependence of the structure of amorphous Se. As second lkexam look at general
properties of the low energy excitations and finally takeimgse at diffusion.

Quench rate dependence

Amorphous selenium is one of the few elementary glassegyldss transition tem-
perature;Ig ~ 305 K, is near room temperature which facilitates experisiet has been
studied extensively in experiments on both structural améchical properties. Se is cova-
lently bound and prefers a coordination number of two. Thetrstable crystalline (trigo-
nal) phase consists of parallel helical chains. Two mongxforms are composed of rings
of eight atoms. The polymorphs are distinguished by theetation between neighbor-
ing dihedral angles: a trans- (chains) or a cis-configunatimgs). The energy difference
between these was estimated as on@3®&V. From a first-principles molecular dynamics
simulation Hohl and Jones [1] conclude that both amorphaddiguid selenium are built
from branched chains which include rings of different ldngt
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For a classical simulation, this immediately leads to tHécdilty of simultaneously
having to describe the covalent binding in the chains argbrand the van-der-Waals like
interaction between the rings, as well as possible bragdhia bond breaking. One pos-
sibility is to disregard the last two, and to use differetemactions for atoms in the same
chain and in different chains, respectively. One then amsia glass or a liquid of chains
of a predefined length. This fragmented chain method has &e@toyed both for elec-
tronic structure calculations and for classical molecdiamamics simulations. Another
possibility is to use a more simple description of the elmtt properties, such as tight
binding models. We follow a different line. As done before Sjllinger et al. in their
study of liquid sulfur [2], we use one effective inter-atantihree-body potential for both,
the intra-chain and the inter-chain interactions. Thiseptil was constructed to repro-
duce the different Sestructures found in a first-principle simulation [1] and stalline
data. Despite its simplicity this interaction model leamlsdalistic results for the structure
and dynamics [4].
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Figure 1:Evolution of the specific volume per atom as function of terapgre for differ-
ent applied pressurep & 0.0 GPa left,p = 1 GPa right) and different quench rates (from
top to bottom:Q; = 10, 3103, 103, 3-10'2, 10'2, 3-101 K/s and 1: 101 K/s (p=0
only) [5]. The dotted lines show the volume evolution upopidly heating the samples
with the lowest quench rate.

Due to the combination of van-der-Waals and covalent bandinSe properties, such
as the atomic volume or the glass transition temperatupsrparticularly strongly on the
production history and in particular on the quench ratelJ@stiated in Fig. 1[5]. The glass
transition temperaturdy, can be derived from the(T )-curves as the crossover between
the extrapolated high temperature (liquid) curves and wgerature (glassy) curves. Ex-
perimental quench rates are of the order 1 K/s, about tem®adenagnitude smaller than
the one obtainable with reasonable computational efforjug that the glass transition
occurs when the relaxation time increases upon coolinggadnverse of the quench rate,
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the dependence df on Q: can be fitted by a Vogel-Fulcher law

B
Tg=To+ —— 1
g O+InAQr7 ()

whereA andB are two parameters arffg is the glass transition temperature corresponding
to Qr — 0 K/s. Applying these data to the data of Fig. 1 one finds foo z#essure and
Qr =1 K/s Ty = 253 K about 20% below the experimental value. Increasingtissure
we find an increase diy by 13.5% compared to an experimental estimate of about 20%.

The atomic volume for a given pressupgdepends linearly on the quench rate depen-
dent glass transition temperature:

V(paQr):VO(p)+a(p)Tg(paQr)- (2)

The resulting value fo®; = 1 K/s isv = 0.027 nn? which is about 10% too low compared
with experiment.

Considering the simplicity of the interaction model thessults are encouraging but
also show that there is scope for improvement. In fact, ititkiwthe accuracy of the orig-
inal fit to scale the parameters so that the simulation resoline close to the experimental
error margins. This is then a first step in an iterative scheni@prove the description of
the Se-interaction.

Fig. 1 clearly illustrates that great care has to be takemvitansferring results from
the ns-times of simulation to experimental times. One hasake sure that artifacts from
the simulation, such as quenched in voids, do not influeneéntiestigated property too
strongly or are properly accounted for.

Comparing the curves for different pressures one also kaeapplying pressure dur-
ing the quench reduces the number of voids considerablys ihbicates a possible path
to reduce the number of unwanted voids, namely to quenchrymmdssure and release the
pressure only below the glass transition.

Vibrations

At a first view glasses behave like crystalline solids. Thay carry sound waves, their
elastic constants are similar to the ones of their crys&ltiounterparts (albeit isotropic)
and the vibrational spectra are similar. At low temperaguh®wever, qualitative differ-
ences are observed.

At the lowest temperatures, below 1 K, the dynamics in glasses is dominated by
two-level systems which can be described by the tunnelindahwehich was formulated
nearly thirty years ago. In addition to these tunnelingestabne observes in glasses local
relaxations and an excess of vibrations over the Debye \given by the sound waves)
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which culminates in the so called boson peak in the inelastidtering intensity. To de-
scribe these low energy excitations, the tunneling modelexéended to the soft potential
model [6][7]. From this model “universal” temperature degencies can be derived for
temperatures of some 10 K. Comparing the model to experinogret finds that the ex-
cess low energy excitations are collective motions witlesaf 10 to 100 atoms [8]. This
claim of the model cannot be verified experimentally. Suetfactor measurements are
not accurate enough.

In molecular dynamics simulations of a soft sphere glass{Simple model for metal-
lic glasses, and later for a number of different materialg.(8e [11] or SiQ [10]) it was
found that glasses have a whole spectrum of low frequencsidpealized (resonant) vi-
brations (QLV) whose cores extend over 10 and more atomsaifimaic structure reflects
the underlying local order of the material. In dense metgllasses the QLV are chain like.
As assumed in the model QLV and atomic hopping motion areetlaglated. The latter
consists of a coherent motion of chains of atoms where aesatgin moves only a fraction
of the nearest neighbor distance [12], see Fig. 2, left.
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Figure 2:Left: Collective jump in a soft sphere glassTat= 0.15Ty. The initial positions
of the atoms are shown by the dark spheres and the final ondsebghtaded spheres.
The bonds connect nearest neighbors. Shown are all atoimgneite than 40% of the m
D. A.aximal atomic displacement [12]. Right: Vibrationglestrum divided by’ versus
w[14]. The solid line gives the simulation results, correédiy a Debye contribution at the
lowest frequencies. The dashed line is a fit with the modeledf R 3].

In an extension of the soft potential model it was shown thatihteraction of the
QLV leads, due to the always present anharmonicity, to aausal shape of the boson peak
[13]. Anharmonicity is important in creating the boson paak vibrations themselves are
harmonic. Again simulation confirms these results, Figightr
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Diffusion

For temperatures well below the glass transition, commiteulation cannot distin-
guish between local hopping between a few local minima argpimg leading to long
range diffusion. From experiment it was concluded that ittatfie glasses the collective
hopping is indeed the elementary step in diffusion [15]. Atca piece of evidence is the
vanishing of the isotope effect in diffusion, i.e. there s measurable difference in the
diffusion constant of different isotopes.

Diffusion can be measured directly in molecular dynamidbienglass at temperatures
close toTy and in the melt. Such simulations have shown that upon quegah the glass
transition collectivity of diffusive motion sets in well alee the glass transition. The isotope
effect vanishes for temperatures some 10% afigve

In accordance with the picture of collective jumps, theralifferent from crystalline
matter no preferred distance an atom jumps in a single hogs i$kshown in Fig. 3 for
glassy and undercooled liquid €34res7 (Tg = 1000 K).
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Figure 3: Distribution of jumps/second over jump length for Zr (top)daCu (bottom).
Temperatures from top to bottom: 1400, 1200, 1100, 1000 &0dk9 The dotted lines
indicate the fits by exponential jump length distributiosse text. The respective nearest
neighbor distances for the two components are indicatetdyartical dotted lines.

This collectivity of motion can be shown to be intimately ceated with another typi-
cal property of amorphous materials and undercooled netagly the so called dynamic

Proceedings of the 2004 International Conference on
Computational & Experimental Engineering & Science
26-29 July, 2004, Madeira, Portugal



Advances in Computational & Experimental Engineering & Science
Copyright 2004 Tech Science Press 1540

heterogeneity: again different from crystalline mateyiahe has at a given time groups
of mobile and immobile atoms. Only for times comparable tidsl diffusion times this
heterogeneity disappears.
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