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ABSTRACT 

In this study, we simulate rarefied gas flow through a 
confined nano-impinging jet using direct simulation Monte 
Carlo (DSMC) method. The effects of geometrical parameters, 
pressure ratio, and wall conditions on the heat transfer from a 
hot surface are examined. Hot surface modeled via diffusive 
constant wall temperature. Various inlet/confining surface 
conditions such as specular, adiabatic, and constant temperature 
are implemented and the effects of them on the wall heat flux 
rates are studied. The results show that Knudsen number, 
velocity slip, and temperature jump are main reasons which 
specify magnitudes of wall heat flux rates. Among all 
geometrical parameters, H/W ratio has the greatest effect on 
heat transfer, where H is jet distance from the hot surface and 
W is the jet width. For different values of pressure ratio, the 
biggest quantity of wall heat flux rate relates to the lowest 
velocity slip case. Also for inlet/confining walls with constant 
temperature condition equal to coolant flow temperature, heat 
transfer from the hot surface was the maximum. 

        
1. INTRODUCTION 

With a fast progress in nanotechnology devices and 
components, a fundamental understanding of the heat transfer 
phenomena in nanochannels has become so critical for the 
systematic design and precise control of such miniaturized 
devices towards the integration and automation of Lab-on-a-
chip devices [1]. Indeed, the quantity of energy needs to be 
dissipated by the cooling systems of nano-electronic 
components increases steadily. In one hand, micro- and nano-
electronic components are decreasing in dimension and in 
another hand, the devices power consumption is increasing. 
Therefore, a question about the ways they need to be cooled 
emerges important [2]. Miniaturization of MEMS and NEMS 
devices requires advanced understanding of micro and nano 
scale flow and heat transfer physics. This is due to the fact that 
the fluid flow behavior at tiny scales is fundamentally different 

from that at macroscopic scales as the characteristic length 
scales of micro-devices may be closed to the mean-free-path of 
the gas (λ) [3]. In rarefied flows, the mean free path of the 
molecules λ, is same order as the flow length scale H. For such 
flows, the ratio of λ/H, commonly referred to as the Knudsen 
number, is high and the fluid motions are better described from 
the molecular point of view [4]. In these flows, Reynolds 
number is rather low in the order of 10 and the viscous force is 
dominant over the inertial force. Therefore, the viscous 
transport of momentum and heat may become an important 
aspect of such flows [5]. The DSMC method is a molecular 
approach where the continuum assumption breaks down. The 
DSMC method is a numerical method, which is applied to 
simulate the flow in a physical way based on a molecular 
model. In this model, the state of the flow is determined by the 
positions and the velocity components of the representative 
molecules [6].  

Because of the high heat transfer rates, using from cooling 
impinging jets has been increased in recent decades. 
Approximately, all previous numerical and experimental of 
impinging jets are limited to the continuum flows for milli-
impinging jets [7-21]. Some literatures studied turbulence 
modeling in impinging jet flows [7-14]. In these researches, 
Reynolds number ranges from 20000 to 70000 and they are 
focused on turbulence modeling. Some literatures have worked 
experimentally on impinging jet flow and present correlations 
for Nusselt number [15-21]. A recent work done by Kursun and 
Kapat [22] is the basis of present work. Kursun and Kapat 
studied a micro slot impinging jet using DSMC-IP method. 
They studied rarefied coolant gas flow through a slot impinging 
jet with constant pressure ratio at the inlet/outlet boundaries. 
They used constant wall heat flux as a hot surface and compare 
two cases with different dimensions. In their work, they 
concentrated on IP method and there were no detailed study on 
heat transfer characteristics.        
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In this study, we examine the effects of flow and 
geometrical parameters on heat transfer characteristics using 
DSMC method. The geometry and inlet/outlet flow conditions 
in our research is same as Kursun and Kapat’s work [22]. 
Influence of different wall configurations and inlet/outlet flow 
conditions are investigated. Nitrogen gas is used as coolant 
fluid. Following Wang and Li [23], we use the 1D 
characteristics theory to apply inlet/outlet pressure boundary 
conditions. 

2. GOVERNING EQUATIONS 
 
      To formulate the molecular motions in a flow, Maxwell 
suggested a velocity distribution function f (c) to describe the 
probability of a molecule to have a certain velocity at a certain 
location and time. Due to molecular chaos in a dilute gas, it is 
possible to use a velocity distribution function for a single 
molecule. Other macroscopic quantities can be calculated using 
this velocity distribution function. The Boltzmann equation 
describing the time evolution of the velocity distribution 
function of molecules is given by 

4
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where n is number density, t is time, r is space vector, c is 
velocity space vector, F is external force per unit mass, cr is the 
relative velocity between a molecule of velocity class c and one 
with velocity class c1 , σ dΩ is differential cross-section for the 
collision of a molecule of class c with another one having class 
c1 such that their post-collision velocities are c* and c1*, 
respectively, and functions f, f1, f* and f1* are the corresponding 
velocity distribution functions for the molecule and its collision 
partner before and after the collisions. Equation (1) is a seven-
dimensional integro-differential equation. The first term 
describes the change rate of the number of molecules. The 
second and third terms describe the changes of the number of 
molecules due to molecular movement and due to an external 
force field. The term on the right hand side is called the 
collision integral term, which causes major difficulty to solve 
this equation. This term describes the change of molecular 
velocities after molecular collisions.  
 

3. THE DSMC APPROACH 
The DSMC method was first introduced by Bird [6] to 

study rarefied gaseous flows. This method consists of indexing 
molecules into cells, tracking the movements of molecules, 
selecting collision pairs, and calculating postcollision 
properties. Computational domain is divided into a number of 
cells. Each cell contains a number of subcells which used for 
selecting collision pairs. The DSMC method has two distinct 
traits; first, each simulated particle is representative of a large 
number of real molecules in DSMC method, and second, 
molecular motion and molecular collision are decoupled by a 
computational time step. This time step is smaller than physical 
collision time and will set such that a typical molecule moves 
remains in a cell in several time steps. In present simulations, 

time step has been chosen such that a typical molecule moves 
about one fourth of the cell dimension in one computational 
time step. The variable hard sphere (VHS) has been applied as 
a collision model in all the simulations. By this model, 
intermolecular potential between collision pairs are simulated 
and post-collision velocities are calculated. For equilibrium 
gases, the temperature can be calculated from [6]: 

( ) ( )3 3tr r rot rT T Tζ ζ= + +  (2) 
where the molecular vibrational energy is neglected. Ttr and Trot 
are translational and rotational temperatures, respectively. They 
can be determined using parameters such as Boltzman constant 
K, molecular mass m, molecular velocity c, mean velocity of 
simulated molecules c0, number of rotational degrees of 
freedom ζr, rotational energy of an individual molecule, which 
yield: 

2 2
0

3
2 trKT mc mc= − (3) 

( )( )2rot rot rT k ε ζ= (4)

The over bar variables represent sample averaging values. 
According to the above equations, gas temperature depends on 
velocity magnitude and rotational energy of particles. The net 
heat flux on the wall per unit width can be evaluated from: 
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where n is total number of simulated molecules that strike the 
wall during the sampling, N0 is number of gaseous molecules 
associated with one computational molecule, and ∆t is time 
period of the sampling. In fact, the wall heat flux rate is based 
on difference in incident and reflected molecules. 
  

4. BOUNDARY CONDITIONS 
All boundary conditions in DSMC can be devided in two 

main classes. Class one that contains flow boundaries in which 
molecules enter or exit from the domain and class two that 
represents surface conditions. 

 
4.1 SUBSONIC BOUNDARY CONDITION  
In the DSMC method, all three flow parameters, i.e., 

density, temperature and velocity must be specified for 
incoming molecules at the inlet/outlet boundaries. For high 
speeds flows, such as hypersonic flows, the thermal velocity 
can be smaller in magnitude compared with the mean velocity. 
For a DSMC simulation of high-speed flow, a conventional 
approach is to impose a ‘‘vacuum’’ condition at the exit 
boundary, where no molecules enter the computational domain 
from the region external to the flow domain. For the low-speed 
flows in fluidic MEMS, the thermal motion can be of the same 
order of magnitude as the mean molecular motion. It then 
becomes inappropriate to neglect the mass influxes at a flow 
boundary [24]. Liou and Fang [25] proposed an implicit 
boundary treatment for low speed MEMS flow simulations. In 
this method, the number of molecules entering the 
computational domain and their corresponding internal energy 
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and velocity components are determined in an implicit manner 
by the local mean flow velocity, temperature, and number 
density. The number flux of the molecules entering the 
computational domain described by using the Maxwellian 
distribution function [24], 
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where, 

j j jS U β=  (7) 

1 2j jRTβ =  (8) 

Fj represents the number flux through a cell face of the 
boundary cell j-th. ‘‘erf’’ denotes the error function, R the gas 
constant, and nj the number density of molecules in cell j-th. Tj 
and Uj denote the local temperature and the streamwise mean 
velocity component, respectively. The value of ν is zero for the 
upstream boundary and π for the downstream exit boundary. 
Velocity components of the entering molecule determined by 
using the acceptance-rejection method [4] and the Maxwellian 
distribution function. At the upstream inlet boundary, the 
streamwise velocity u and cross-stream velocities, v and w, of 
the molecules entering the computational domain through the 
cell face of a boundary cell j can be written as: 
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Rf represents a random fraction number, and Cmp the local most 
probable thermal speed of molecules. At the downstream, the 
velocity components for the molecule entering the 
computational domain through the exit flow boundary are: 
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where Vj,out denotes the exit local transverse mean velocity. 
With the vibrational energy neglected, the internal energy of 
the entering equilibrium gases of diatomic molecule consists of 
translational energy, etr, and rotational energy erot: 
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(12) 

where c is the speed of an entering molecule, m the mass of the 
simulated gas, and K the Boltzmann constant. 
In order to implement equations (5)–(11), the number density, 
temperature, and mean velocity at the flow boundaries are 
needed. At the upstream boundary, the pressure, Pin, and 
density, Tin, are the given parameters of the flow. The 
temperature, ρin, can be obtained according to the equation of 
state. That is: 

( )in in in
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=
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(13) 

Liou and Fang [25] used a first-order extrapolation to determine 
the streamwise mean velocity, Uj,in, from that of the computed 
for cell j-th. That is: 

,j in jU U=
 (14) 

The transverse mean velocity, Vj,in , is set zero. This method is 
easy to use. However, Wang and Li [23] showed it takes a long 
time to converge because the velocity of coming particles does 
not embody the pressure information. It also shows that this 
treatment has some difficulties when the wall temperature is 
quite different from the gas temperature. They proposed 
another treatment for the upstream pressure boundary based on 
the theory of characteristics [23]: 
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In above, aj is the local inlet speed of sound. At the downstream 
boundary, the only given flow parameter is the outlet pressure, 
Pout. The other mean properties of the flow are to be determined 
implicitly as the calculation proceeds. In implicit boundary 
method [24], the flow variables are first computed by the 
following characteristics-theory-based equations: 
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(16) 

The subscript out denotes the exit boundary.  
 

4.2 WALL BOUNDARY CONDITION  
We use the diffuse reflection model at the solid walls. In 

this model, the emission of impinging molecules is not 
correlated with the pre-impingement state of the molecules. The 
outgoing velocity of molecules is randomly assigned according 
to a half-range Maxwellian distribution determined by the wall 
temperature. This is also known as the full thermal and 
momentum accommodation. For a wall aligned in y direction:   
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In above equation, the most probable speed calculated by wall 
temperature: 

2mp wC RT=  (18) 

The temperature at the upper and lower walls of microchannel 
is uniform. 
 

5. RESSULTS AND DISCUSSION 
First, we would like to verify the extended DSMC solver in 

the application of Impingement jet flow simulation. As was 
mentioned in the introduction section, Ref. [22] is the only 
DSMC work in the simulation of rarefied impinging flow. 
Therefore, we evaluate our DSMC solver by solving the 
pressure-driven impingement flow under constant wall heat 
flux rate. Our results can be compared with those presented in 
Kursun and Kapat [22]. We apply the inverse temperature 
sampling (ITS) technique [26] to implement constant heat flux 
equal 1.46×105 on the wall.  

 

 
Figure 1. The geometry of impinging jet and the imposed 

boundary conditions. 

Figure 1 shows a schematic of computational domain. The 
geometry has consisted of three wall surface such as base, 
confining, and target wall. Base or inlet wall is used slot 
impinging jet application [16, 22]. Inlet flow with pressure of 2 
atmospheres and temperature of 300 K enter to the computation 
domain. Back pressure is set to the atmospheric condition. In 
this test case, confining wall has a temperature equal to the inlet 
flow. Figure 2 shows the Nusselt number distribution on the 
target wall compared with Ref. [22]. The results approximately 
have a good agreement with those of Ref. [22], but there are 

some differences. These differences may be due to two factor; 
first, we use DSMC method and they used DSMC-IP method, 
and second, they did not mention how implement constant wall 
heat flux on the wall. According to the Fig. 2, we can conclude 
that the developed DSMC solver is reliable enough to launch 
our study further.   
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Figure 2. Nusselt number distribution on the wall compared 

with Ref. [22] 

Table 1. The details of chosen test cases 

Case H (µm) W (µm) Pi/Po Inlet Wall Confining Wall
1 0.6 

2.4 

2 

Specular Diffusive       
(TCW = 300K) 

2 1.2 
3 2.4 
4 4.8 
5 9.6 
6 

2.4 

1.2 
7 2.4 
8 4.8 
9 

2.4 

1.5 
10 2 
11 3 
12 4 
13 5 
14 

0.6 2 
Diffusive (T= 300K) 

15 Specular 
16 Adiabatic 

 
We study different cases to elaborate the resulting flow 

behavior and heat transfer characteristics from a hot surface by 
a confined impinging jet. They are summarized in Table 1. In 
all of our studies, we consider nitrogen as the coolant fluid. One 
half of the geometry is simulated due to the symmetric flows 
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and cell width considered as 0.8 λ. In all cases, lengths of target 
plate and inlet channel are set to 2L=18µm and Z=1.8µm 
respectively. Also Temperature of coolant flow and hot surface 
are 300K and 360K respectively.  

At the first, we want to examine the effects of geometrical 
parameter on the flow configuration and heat transfer. In Cases 
1-5, jet distance from the wall increases from 0.6 to 9.6 µm. 
Figure 2 shows the flow configuration and Mach contours for 
different jet distance from the wall. According to the figure, 
flow speed increases as jet distance from the wall increases. It 
leads to stronger vortex at the domain. This is mainly due to 
increasing of the cross section area.   
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Figure 3. The effects of jet distance on flow configuration and 

Mach contours, Cases 1-5. 

Variation of averaged wall heat flux rates for different jet 
distance from the wall (Cases 1-5) are showed in figure 4. 
According to the results, averaged values of wall heat flux rates 
decrease as the jet distance increases. It is because of the 
decreasing of blocking effect of confining wall. The slope of 
curve would decrease with respect to the increasing of jet 
distance. It means that, the effect of confining wall decrease as 
jet distance increases. This can be observed in some of the 
previous works [18, 27]. 

Figure 5 shows the effect of jet width on the averaged wall 
heat flux rates. Contrary to the jet distance effect, averaged wall 
heat flux rates increases as jet width increases. This is because 

of the increasing the mass flow rate with respect to increasing 
of jet width.  

 According to Figures 4 and 5, jet’s distance-width ratio is 
main geometrical parameter affects wall heat flux rates. It is 
shown in Figure 6. In this figure, results of H effect and W 
effect are plotted in the same graph. Comparison shows that 
averaged wall heat flux rate decreases as jet’s distance-width 
ratio increases. It is due to decreasing of coolant mass flow rate 
and decreasing of confining wall’s blocking effect with respect 
to increasing of jet’s distance-width ratio. 

H(µm)

q W
(W

/m
)

0 1.2 2.4 3.6 4.8 6 7.2 8.4 9.6

-2

-1.5

-1

-0.5×106

 
Figure 4. The effects of jet distance from the wall on average 

heat transfer values, Cases 1-5. 

W (µm)

q W
(W

/m
)
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-1.4
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-1

-0.8

×106

 
Figure 5. Effect of jet width on the averaged wall heat flux, 

Cases 6-8. 

To magnify the pressure ratio changes on the wall heat flux 
rates, we study flow behavior with various pressure ratios 
(Cases 9-13). Figure 7 shows the average wall heat flux rates 
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and average velocity slip for different pressure ratios from 1.5 
to 5. According to the picture, variation of wall heat flux rates 
is same as that of velocity slips. Hence maximum heat flux rate 
is relevant to the case with pressure ratio of 1.5 which has 
minimum velocity slip on the target plate. It is because of this 
fact that velocity slip on the wall represents the energy level of 
stroked particles, and heat transfer from the wall would 
increase as the energy levels of stroked particles decreases. 
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/m
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Figure 6. The effects of jet’s distance-width ratio on averaged 

wall heat flux rates, Cases 1-8. 
 

Pi/Po

q W
(W

/m
)

u s,
av

g
(m

/s
)

1 2 3 4 5

-1.3

-1.2

-1.1

-1

-0.9

-0.8

50

60

70

80

90

100

110

qW
us

×106

  
Figure 7. The effects of pressure ratio on the wall heat flux 

rates and velocity slip, Cases 9-13. 
 

Up to now, all simulation performed under specular base 
wall and diffusive confining wall. At this point, we want to 
examine the effects of various wall types on the heat transfer 
characteristics. For this reason, we apply three wall 

configurations diffusive, specular, and adiabatic walls (Cases 
14-16). In these cases, both of base and confining surfaces have 
a same wall type. Jet distance from the target wall is considered 
small to elaborate wall type’s effect. Table 1 shows the effects 
of different wall configurations on averaged values of 
temperature jump and wall heat flux rate. The results show that 
the maximum wall heat flux rate is relevant to the diffusive 
walls which has maximum temperature jump. Some literatures 
[28, 29] had shown that in rarefied gas flows, temperature jump 
one if the most important in wall heat flux rates.  
Figure 8 shows the temperature fields under different wall 
types. According to the figure, cases with specular and 
diffusive walls have the highest and lowest temperature field, 
respectively. When high energy reflected molecules strike with 
the confining wall, specular wall preserve molecule’s energy, 
but diffusive wall reduces it, because of the low temperature of 
the confining wall. Therefore, diffusive and specular walls lead 
to the highest and lowest values of wall heat flux rates.      

Table 2. Averaged values of temperature jump and wall heat 
flux rate for different wall types, Cases 14-16. 

wall types Tw - Tj (K) qW (W/m) 

diffusive walls 16 -2.027 × 10-6 

specular walls 3 -0.483 × 10-6 

adiabatic walls 4 -0.847 × 10-6 
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Figure 8. Temperature fields for different wall types, Cases 14-

16. 
 

6. CONCLUSION 
We studied the rarefied gas flow through a nano slot 

impinging jet using an extended DSMC solver focusing on heat 
transfer issue. We considered the effects geometrical parameter, 
flow condition, and wall types on the flow behavior and wall 
heat flux rate magnitudes. Our study shows that temperature 
jump and velocity slip are main parameters affects wall heat 
flux values. Also, jet’s distance-width ratio is the most 
important geometrical parameter affects heat transfer 
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characteristics. Case with specular walls, leads to highest 
temperature field, lowest temperature jump, and lowest wall 
heat flux values. Additionally, we show that the effect of 
confining wall becomes weak as jet distance increases.   

 
 

 

 
 

Nomenclature  
  
AR Aspect Ratio Greek symbols 
c molecular velocity [m/s] t∆  time step [s] 

c0 mean velocity of simulated molecules 
[m/s] 

x∆  cell sizes in x direction [m]

mc′  most probable molecular (thermal) speed 
[m/s] 

φ  azimuthal parameter 

U, V stream velocity components [m/s] ρ density [Kg/m3] 
u, v, w molecular velocity components [m/s]

rζ  number of rotational degrees of freedom

a speed of sound [m/s] ε molecular energy 
M   Mach number λ  mean free path [m] 
Kn   Knudsen number (Kn= λ /H) 

Superscripts, Subscripts  
and accents

m molecular mass [Kg] Inc Incident 
x, y Cartesian coordinates [m] ref reflected  
H   channel Height [m] - Averaged 
L channel Length [m] In Inlet
n Total number of simulated molecules 

that collide the wall during the sampling 
for each cell 
 

Out Outlet 

N0 Number of gaseous molecules associated 
with one computational molecule 
 

W Wall

Rf Random fraction between (0 , 1) E Exit
R gas constant [J/Kg K] i, j cell indexes in x-y directions
K Boltzmann constant [Nm/K] 

 
B Back

q  heat rate per unit area [W/m2] (positive 
sign indicates heat transfer from the fluid 
to the wall) 
 

Tr Translational 

P Pressure [Pa] Rot Rotational 
T Temperature [K] G Gas
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