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ABSTRACT 
Nano-particle image velocimetry (nPIV) uses evanescent-
wave illumination to measure two velocity components, U and 
V, tangent to the wall in a region with thickness of order of 
hundred nano meters. In this region the illumination intensity 
decays exponentially with distance normal to the wall, z, and 
hence tracers closer to the wall have "brighter" and "bigger" 
images than those that are further away, i.e. at larger z. 
Moreover fluid velocity varies in this region with z and hence 
tracers at different distance from the wall move at different 
speeds. Furthermore, Brownian displacement of particle 
tracers in this region is comparable to the displacement due to 
the fluid convection. The variation in the displacement of 
particle images in this region, with different brightness and 
velocities, can bias the near-wall velocities obtained using 
standard correlation based PIV method. 
Artificial nPIV images of nano particle in a flow field with 
linear out of plane velocity profile were used in this work to 
investigate the impact of these issues upon the accuracy of 
nPIV data. Uniform and Gaussian random distribution noise 
were added to the images to simulate electronic noise and shot 
noise, respectively. The artificial images were obtained and 
processed for various experimental parameters to incorporate 
different illumination profile and shear rates. The results 
demonstrate that non-uniform illumination affects the bias in 
the estimated tracer velocity for the shear flow. Non-uniform 
intensity also affects the bias due to Brownian diffusion; 
however, correction for Brownian diffusion can reduce this 
bias error. 
 
1 INTRODUCTION 
Over the past 15 years, there has been a lot of work on the 
application of micro fluidic systems in science and 
engineering, e.g. medical and electronics. The design of these 
systems often requires a better understanding of the fluid flow 

characteristics at sub micron scale. For most part, μPIV [1] 
remains the most popular technique for measuring fluid 
velocity profile in micro channels. 

 
In μPIV fluid velocity is obtained by measuring velocity of 
naturally buoyant fluorescent tracers (100-500 nm diameters) 
added to the flow. Here the entire flow field in the micro 
channel is illuminated by a laser beam and the out of plane 
resolution is then limited by the depth of focus of the optical 

lens used in imaging the tracers, O(1μm) [2]. The finest near 
wall velocity measurements using μPIV was recorded at a 

normal distance of ~450nm [3,4]. This however is insufficient 
in study of velocity field at the fluid-surface interface.  
 
Nano-particle image velocimetry (nPIV) offers the ability for 

near wall velocity measurement [5,6] using evanescent-wave 
(vs. volumetric) illumination generated by total internal 
reflection (TIR) at the interface between the wall and the fluid. 
Particle tracers located in this region are illuminated with an 
intensity that is exponentially decaying with distance from the 
wall. The characteristic length of this exponential decay is 
called penetration depth which is usually in the order of O(10-

8m). Out-of-focus background noise in nPIV is minimized as 
the depth of focus of the imaging system is usually larger than 

the penetration depth of the evanescent wave [7]. This method 
has been extended further for multilayer velocity measurement 

in out of plane direction (MnPIV) [8,9]. 
 

As the spatial resolution of the measurement and size of the 
particle tracers are reduced the displacements due to Brownian 
diffusion become increasingly important [7]. The wall 
proximity effects on the Brownian motion (or hindered 
Brownian motion) were verified experimentally using 

evanescent wave microscopy by Banerjee and Kihm [10]. 
Near wall Brownian motion introduces an error in the velocity 

measurement that cannot be averaged out [7,11]. Sadr et al. 

[12] analytically estimated the bias in velocity measurement 
due to hindered Brownian motion at the wall by looking at 
particle mismatch due to “drop out” and “drop in” of tracer 
particles in the illuminated region .  
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In addition to hindered Brownian motion, electrostatic, 
hydrodynamic lift due to shear and van der Waals forces affect 

near wall tracer movement. Huang et al. [13] used Monte 
Carlo simulation to study the effects of these forces on the 
displacement of tracer particles moving in the near wall region 
in a given time interval. Their results show that the correction 
factor suggested by Sadr et al. [12] is accurate only for 
moderate and long time intervals, or bigger illumination 
thicknesses. At smaller time intervals, or distances closer to 
the wall, the shear-related mobility, van der Waals forces, and 
surface charges play an important role that affect near wall 
velocity estimation using displacement of particle tracers in 
this region.  
 
Both μPIV and nPIV use common cross-correlation methods 
to obtain particle tracer displacement in a known time interval 
to obtain tracer velocity in the fluid. The image characteristics 
in general, and image characteristics of the particle tracers in 
specific, have shown to affect the obtained velocity. These 
include the effect of interrogation size and diameter of particle 

image [14], particle number in the interrogation region [15], 

non-uniform velocity distribution [16], noise in general, out of 
focus particles in the image (for μPIV) [2], and Brownian 
motion effects [7,11]. The effects of non-uniform light 
intensity and near wall Brownian motion can affect nPIV 
velocity measurement especially when it is associated with 
fluid velocity gradient in the out of plane direction.   
 
The aim of this paper is to study the effects of Brownian 
motion, light penetration profiles, and near wall velocity 
gradient on near wall PIV measurement. Artificially generated 
images are used to simulate nPIV images in the near wall 
region of Poiseuille flow in a microchannel. A basic 
description of the particle tracer movement and its 
illumination is outlined in Section 2. Section 3 describes the 
Monte Carlo simulations used to generate artificial nPIV 
images for particle tracers convected by a known velocity 
profile and Brownian diffusion coefficient. Section 4 presents 
the results from processing these artificial images using 
standard cross-correlation PIV techniques and discusses the 
obtained errors when compared with the actual displacements 
for a range of experimental parameters such as shear rate, time 
intervals, and light penetration profile.  
 
2 THEORY 
2.1 Evanescent Wave Particle Illumination 
nPIV uses TIR to illuminate tracer particles in the near wall 
region at the fluid-wall interface. In this section, a brief 
introduction on TIR and evanescence wave characteristics will 
be discussed, for more details refer to [6,7]. 
When a light beam travelling through a transparent medium of 
refractive index, n1 (e.g. glass) enters a medium of less 

refractive index, n2 (e.g. water) at an angle exceeding the 

critical angle,  2

1

1sin n
c n  , measured form the normal 

towards the interface, the light beam experiences TIR and is 

reflected back into the primary medium [17]. Some of the 
energy from the light beam penetrates in the secondary 
medium and produces a thin layer of illumination (typically a 

few hundred nanometers for visible light [18]) parallel to the 
interface wall. The intensity of this light decays exponentially 
with distance normal to the wall, z, as:  
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where I0 is the maximum intensity at the wall and zp is the 
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λ0 
is the wavelength of the light and θ is the incident angle. 

Figure 1 shows a schematic of illumination arrangement used 
in nPIV measurement. In this case TIRF microscopy is used to 
image fluorescent spherical particles of radius, a, in the fluid 
medium from below when moving near the surface. In such 
cases the penetration depth is smaller than the depth of focus 
of the imaging system which puts all of the tracer particles in 
focus, eliminating any noise that might occur from out-of-
focus particles. The visible region, zv, defines the depth in 
which the particles can be seen, and zc is the averaged center 
point location of the particles visible in that region defined as 
zc=(zv/2 + a). 

 
 
The incident energy from the evanescent wave is absorbed by 
the fluorescent particles, exciting the fluorophores, which then 
in return emit, usually, a longer-wavelength light that is picked 
up by the imaging system. The brightness of the particle then 
depends on its distance from the surface and the net power 

a 

θ 

zv 

z 

x 

zc

Fig. 1 Light illumination schematic in an nPIV set up
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emitted from each particle. The power collected by the 
imaging system can be expressed as:    
          

expp
p

h
I A

z

 
   

 
                                                            (3) 

        

where h=z-a and is the minimum distance of the tracer particle 
to the surface, while A is a constant that can be found in [7]. 
 
2.2 Hindered Brownian Motion 
Brownian motion is the random motion of submicron particles 
immersed in the fluid as the result of the thermal energy of the 
fluid. As the length scale reduces to the submicron range, 
Brownian effects become an important factor in particle 
displacement [17].  

For particles in unconfined flow the Brownian diffusion 

coefficient follows the Stokes-Einstein equation [19]: 
 

6

kT
D

a  ,                                                (4) 

where k is the Boltzmann constant, and T and µ are 
temperature and viscosity of the fluid, respectively. In the near 
wall region Brownian motion is “affected” as a result of the 
additional hydrodynamic drag which exists at the wall [7]. For 
particles near a solid surface, the diffusion coefficient is in the 
tensor form that can be expressed as: 
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β٣ and βצ are perpendicular and parallel correction factors, 

respectively, and can be approximated by the equations [20, 

21]:            
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As the particle moves away from the wall, these correction 
factors tend to unity as the diffusion coefficient tends to the 
Stokes-Einstein value [7,11].  

Displacements of a colloidal particle experiencing Brownian 
diffusion can be calculated using the standard Langevin 

equation of motion [22]. Langevin type equations describe the 

temporal change in acceleration due to a stochastic force. The 
Brownian displacement vector, ݔԦ, of a spherical particle over 

the time interval t is calculated using the Langevin equation 
under the assumptions of Stokes flow and Brownian diffusion: 

 0
( )

t t

t
x D t r 


    

 
                          (8) 

where χ is an array of normally distributed random numbers 
with a mean of zero and a standard deviation of one and ݎԦ is 
the root mean square displacement due to Brownian diffusion 
[11, 22]. The first term in the Langevin equation incorporates 
the effect of the distance of the tracer particle from the wall on 
the diffusion coefficient and the second term in the equation 
represent the random motion of the particles. Huang et al. [13] 
used a more complete form of Langevin equation that includes 
additional terms for electro and hydro static in addition to van 
der Waals forces. 

 
3 SIMULATIONS WITH ARTIFICIAL IMAGES 
Artificially generated image pairs are used in this work to 
study the effects of non-uniform illumination and velocity 
profile in combination with Brownian motion on the accuracy 
of nPIV image processing. This section describes the Monte 
Carlo simulation method and the characteristics of the 
artificial nPIV images.  
Initially particle tracers are distributed uniformly in the first 
image, at t = 0, in the near wall region of flow similar to actual 
experimental images. The particles are randomly distributed 

over an imaging region of (65370) pixels in the (x  y) 
direction and distance of 5zp normal to the wall. Particle 
distribution is set by a uniform random number with a density 
to match that of experimental images [6]. 
 

Particle images are assumed circular with a Gaussian intensity 
distribution profile with the peak grayscale value calculated 
using Eq. (3). The images size corresponds to that of real 
experimental nPIV images for tracer particles of a = 50 nm in 
water at T = 300K. In sub micron PIV imaging, scattered light 
from a small particle produces an Airy disk pattern due to 
diffraction limited imaging [15]. Figure 2 shows a comparison 
of the point-spread function of the Airy disk with that of a 
Gaussian profile. A good agreement is observed and, 
therefore, a Gaussian profile is used in this work for the base 
particle intensities profile in the generated images. Variations 
in particle image size are primarily due to variations in the 
particle displacement in the exponentially decaying intensity 
of the evanescent-wave illumination.  
Two categories of noise, shot noise and electronic noise, were 
added to both images to improve the quality of the simulation. 
Shot noise (photon noise) is an inevitable feature of all 

3 Copyright © 2010 by ASME



  
 

  
 

cameras and is therefore important to include in any image 
simulation.  
 

It is a result of the instability of the number of emitted photons 
with a direct relationship between the square root of the local 

intensity at each pixel and the existing shot noise [23]. Shot 

noise normally follows a Poisson distribution [24] which can 

be approximated as Gaussian [25]. Shot noise for the images 
was added by finding the average intensity, Iav, of a real image 
and setting the mean and standard deviation of the Gaussian 

distribution as Iav and 
avI , respectively. Image gain and 

image filtering are then incorporated as well as uniform white 
noise distribution which accounts for other noise sources e.g. 
intensification, read-out and dark current (electronic noise). 
The scaling factors for the two noise models (Gaussian and 
random uniform distribution) were varied until the intensity 
profile of the simulated image matched that of the real image 
in Figure 3. 

  
Figure 4 shows a typical intensity profile for the simulated 
image compared with that of experimental one extracted from 
Figure 3. 

Tracer particles in the first image were moved to the new 
position in the second image via Monte Carlo simulations. 
Particle displacements are calculated for a PIV time interval ∆t 
as the result of Brownian motion and fluid convection. 
Brownian diffusion was incorporated to displace the particles 
using the Langevin and Stokes-Einstein equations with the 
corresponding correction factors for near wall hindrance. 

 
The time step in Monte Carlo simulation, δt=5 µs, was chosen 
an order of magnitude larger than the Brownian diffusion time 
for the particle tracers. Displacements of each particle during 
the PIV time interval were calculated over a sequence of 

constant time steps, where tt    , and their final 

positions are used in the second image. Particle collisions at 
the wall were considered to be perfectly elastic satisfying the 
Neumann boundary condition [11].  

Image pairs were produced for three different light profiles of 
uniform, linearly decaying, and exponential decaying intensity 
over the observation depth of the camera, zv. Real flow 
conditions would entail shear flow, exponentially decaying 
light intensity, and the presence of hindered and no Brownian 
motion. The other hypothetical cases were also studied to 
compare and better understand the effects of shear, lighting, 
and Brownian motion on the flow measurement.  

Steady shear flow velocity profile was assumed with a 
velocity component parallel to the wall in x direction, where 

u(z)=G z and G is the shear rate. The range of variation for 
shear rate is that of a typical Poiseuille flow in microchannels 
[9, 22]. This range of G in the wall region was confirmed by 
simulating a no-slip fluid flow in a micro channel using 
FLUENT. The shear rate at the fluid-wall interface in a 
rectangular micro channel of height 150 μm and width 300 μm 
with a mass flow rate of 1.58x10-6 kgs-1 is 2000s-1.   

Simulations were performed to investigate the number of 
image pairs needed for the convergence of the final results. 
Figure 5 shows the obtained velocity for a case of shear flow 
with exponentially decaying intensity and hindered Brownian 
motion normalized by the velocity at zc. It is observed that the 
calculated velocity converges to a constant value as the 
number of the processed images increases. All the results in 
this work are obtained by studying up to 2500 independent 
image pairs each containing five interrogation zones. This will 
provide a statistical averaging over more than 12000 
independent samples.  

Fig. 4 A comparison of the intensity profile between a) real
image b) simulated image 
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Fig. 3 A comparison between an a) real image b) simulated
image 

Fig. 2 Normalized intensity distribution of the Airy pattern and
its approximation by a Gaussian curve [15];  
a = position in the radial direction, a0 = radius of particle image 
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4 RESULTS 
A standard FFT-based cross correlation program with a 
Gaussian pick finding algorithm was used to obtain tracer 
displacements in the image [8]. The image is divided into 
interrogation windows of size 186x68 pixels creating 5 
adjacent data points for each image pair with their midpoints 
centered along the centerline in the y direction with an overlap 
of ~%40. The search region for cross-correlation is specified 
by the search radius, rs, in x and y directions and is set to 
18x18 pixels. This radius was chosen based on the maximum 
displacement at the centre of the visible region after an 
average time interval for a shear rate of G=3000s-1. This 
enabled us to observe the effect of the size of search radius on 
the velocity profiles for each case. The image processing code 
outputs a data file containing the displacements and standard 
deviations of the particles which can then be used to plot the 
velocity profiles and the errors associated with the test. This 
will provide a total number of up to 12000 statistically 
independent samples to be used to obtain mean velocities and 
standard deviations of the calculated displacements. 
 

Figure 6 shows the results of the image cross-correlation 
image processing for a uniform flow distribution for the case 
of uniform light intensity compared with an exponentially 
decaying intensity in an evanescent field for different PIV 
time intervals. The time interval is normalized based on the 
center line velocity, Uc, and search window radius, 

  c
s

t U
r

   . As expected these figures show that the tracer, 

and fluid velocity, can be faithfully obtained up to the point 
where the tracer particles start moving out of the interrogation 

window,  =1. Similar trends were obtained for cases of 
uniform flow and no Brownian motion for all light profiles as 
expected. 
 

The effect of shear for a non-uniform illumination on the 
calculated velocity is investigated by comparing the results for 
different illumination profile in the measurement region. 
Figure 7 shows the result of PIV data reduction for different 
light intensity profiles of uniform, linear, and exponential for 
the case of zero Brownian diffusion at different shear rates. 
The trend in the case of uniform illumination is similar to that 
of Figure 6a for uniform flow field.  

For the case of shear flow, however, the starting point for the 

deviation from the actual fluid velocity at the center is at   
0.75, as the particles at the top of the measurement volume, z = 

zv, exit the measurement domain sooner than the ones in the 
center, z = zc, where the velocity is normalized against. 
 
Figure 7 shows the affects of illumination profile on the 
estimated velocity in a shear flow field. The dimmer tracer 
particles that are further away from the wall move faster than 
the brighter tracer particles that are closer to the wall. This non 
uniformity biases the estimated velocity as whole towards the 
region lower than the velocity in the geometrical middle point 
in the illumination zone, i.e. Uc. By comparing the trends of 
linear intensity profile and exponential intensity profile it is 
observed that the sharper the non uniformity the more the bias 
on the estimated velocity.  

 
The accuracy of the velocities obtained in this work can be 
characterized by statistical properties of the 12000 samples 
used to calculate the averaged value. Standard deviation of the 
velocity samples present 63% confidence level for the 
calculated ensemble average. Figure 8 shows the standard 

Fig. 6 Calculated velocities in a uniform flow in the presence of
Brownian motion for a) uniform flow and uniform light
intensity and b) uniform flow and exponential light intensity 
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Fig. 5 Normalized velocity against number of images for shear
flow, exponentially decaying light intensity and with Brownian
motion; G = 2000s-1 and Δt = 6ms 
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deviation for the estimated average velocities, , for the case 
of uniform intensity profile in Figure 7. As the PIV time step 
increases the standard deviation rapidly increases to a 
maximum value. This is the result of the fact that tracer 
particles in the image are displaced at different magnitude in 
the image until they reach the limit of exiting the interrogation 
window. After that point the standard deviation remains at 
fairly same level and its normalized value by center line 
velocity shows a reduction.   

 
As discussed earlier in this work Brownian motion of particles 
traces in the near wall region introduces bias and uncertainty 
in PIV velocity measurement in this region. One source of the 
error is due to the fact that the particles move randomly in all 
direction in the interrogation region and therefore introduce a 
noise into the calculation of the regional velocity [7]. The bias 
error is the result of Brownian motion in a non-uniform 
velocity field. Even the tracer particles that came back to the 
same observation region (matched particles) have visited 
regions with different velocities during the PIV time interval. 
As the result of these visits these particles are convected at a 
different velocity than the velocity of their position in the flow 
field in the time of PIV imaging.  
 

Sadr et al. [12] used mathematical description of the hindered 
Brownian motion for the particles in combination with 
convective movement in the near wall velocity field of a 
viscous follow to derive a correction factor for the averaged 
displacement of particle tracers when compared to the 
geometrical average. The average value for the actual 
displacement of the particle tracers in the artificial images are 
used to calculate <U> using the Monte Carlo simulation. 
Figure 9 shows the normalized average velocity for the 
matched particles in the image, <U>/Uc, where the average 

center position Uc=zcG, is plotted against normalized 

Brownian time, 
 2* 0.8v

D t

z r




  [12]. This plot shows a good 

agreement with the analytically derived  correction factor 
obtained by Sadr et al [12],  

     * * *0.21 1 0.21 exp 1.72 0.86F                 (9) 

and the results obtained by [13]. It is worth mentioning that 
part of the difference between the analytical correction factor 
and the results of this work is due to the inherent weakness in 

the proposed model of Sadr et al. in the range of  * for this 
work [13].  
 

The results presented in Figure 9 demonstrate the actual 
displacement of Brownian particle tracers in shear flow. It 
does not, however, account for the effects of the processing 
method that is cross-correlation averaging for the case of this 
work. Figure 10a shows average particle tracer velocity 
obtained from PIV processing at different PIV time interval 
for several shear rates studied in this work. This figure shows 
that the estimated velocity is underestimated for all shear 
values in this work when compared with the geometrical 
average velocity even at the smallest PIV time interval. Figure 
10b shows the estimated velocity after application of the 
Brownian correction factor, F(Ω*).  

It is observed that application of the correction factor results in 
unifying different trends for different shear rates and reduces 
the initial offset error. However, it fails to introduce a major 
correction in the introduced bias. This is due to the fact that 
the observed bias is mostly the result of out of plane non-
uniform velocity field when combined with Brownian 
diffusion. The error can be attributed to the use of image 
processing (vs. theoretical calculations) which is evident in all 
the light illumination profiles after applying the correction 
factor.  
 
Figure 11 shows the results for the cases of uniform light, 
linear, and exponentially decaying light illumination in shear 
flow with Brownian motion. Similar to the patterns observed 
in Figure 7, the change in the illumination profile reduces the 
obtained PIV velocity. Moreover Brownian motion affects the 
error in the calculated velocity at a different form depending 
on the illumination pattern.  

10-1 100

Fig. 9 Actual convected velocity of the particle tracers in a shear
flow in this study compared with the suggested model by Sadr et
al. [12] 
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For uniform illumination the calculated velocity is 
underestimated when compared with the case of no Brownian 
motion, as observed in results of Figures 7. However, the 
underestimation of the calculated velocities for the non-
uniform illumination is slightly reduced and dependent to the 
values of shear rate even at small PIV time intervals. This 
trend can be explained as Brownian diffusion causes particle 
mismatch, as well as changing their brightness and 
displacement by altering the z position of the particles. It can 
also be seen in Figure 11 that the normalized velocity initially 
increases with normalized time and then begins to decrease as 
time progresses.  

 
Figure 12 shows normalized standard deviation, σ/Uc, as a 
function of PIV time step for different cases of light intensity 
profile and shear rates. It is observed that for uniform intensity 

the standard deviation is nearly independent of shear rate for 

 < 0.7 at a value of σ/Uc  0.08. However, for the case of 
exponential illumination decay profile, both shear rate and 
PIV time interval have clear effects on the standard deviation 
of the results. It is also clear that for exponential illumination 
decay profile the normalized standard deviation is lower for 
the cases of higher shear rates.  

 
 
Particles at the near-wall region are brighter thus have a 
greater contribution in cross-correlation analysis. The presence 
of the wall, thus hindered Brownian motion, pushes these 
particles away causing them to travel at higher velocities 
therefore overestimating the velocities.  
 
On the other hand, the velocities of the dimmer particles 
further away from the wall could well be unidentified during 
cross-correlation causing underestimation of their velocities. It 
is therefore important to take into consideration the bias that 
arises from both the light illumination and hindered Brownian 
motion. 
 
5 CONCLUSIONS 
Effects of hindered Brownian motion, non uniform 
illumination, and out of plane velocity profiles are investigated 
on PIV data reduction method. For evanescent-wave 
illumination the illumination intensity decays exponentially 
with distance normal to the wall and hence tracer particles 
closer to the wall have "brighter" and "bigger" images than 
those that are further away. Moreover fluid velocity varies in 
this region with z and hence tracers further away from the wall 
move faster. These effects combined with hindered Brownian 
displacement of particle tracers in this region introduce error 

Fig. 12 Standard deviation of the calculated nPIV velocity for
shear flow in a) uniform light, b) linear light and, c) exponential
light intensity profile 
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Fig. 11 Calculated nPIV velocity for Brownian particle tracers in
shear flow with different illumination profile a) uniform light, b)
linear light profile c) exponential light profile 

Fig. 10 Calculated nPIV velocity in shear flow with uniform
illumination and Brownian motion a) before and b) after
applying the Brownian correction factor 
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for the near-wall velocities obtained using standard nPIV 
method. 

The results of Monte Carlo simulation shows that the effect of 
light intensity variation, non-uniform out of plane velocity 
profile, and Brownian motion of sub micron particle tracers 
non linearly affect the accuracy of the estimated PIV 
velocities. The correction for Brownian diffusion can slightly 
reduce this bias error.  
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