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ABSTRACT

Due to the high intrinsic thermal conductivity of carbon
allotropes, there have been many attempts to incorporate such
structures into existing thermal abatement technologies. In
particular, carbon nanotubes (CNTs) and graphitic materials
(i.e., graphite and graphene flakes or stacks) have garnered
much interest due to the combination of both their thermal
and mechanical properties. However, the introduction of these
carbon-based nanostructures into thermal abatement technolo-
gies greatly increases the number of interfaces per unit length
within the resulting composite systems. Consequently, thermal
transport in these systems is governed as much by the interfaces
between the constituent materials as it is by the materials
themselves. This paper reports the behavior of phononic thermal
transport across interfaces between isotropic thin films and
graphite substrates. Elastic and inelastic diffusive transport
models are formulated to aid in the prediction of conductance
at a metal-graphite interface. The temperature dependence of
the thermal conductance at Au-graphite interfaces is measured
via transient thermoreflectance from 78 to 400 K. It is found
that different substrate surface preparations prior to thin film

deposition have a significant effect on the conductance of the
interface between film and substrate.

NOMENCLATURE
D density of states, unitless

f0 equilibrium distribution, unitless

hBD thermal boundary conductance, [W m−2 K−1]

h̄ Planck’s Constant, [J s]]

k wavevector, [m−1]

kB Boltzmann’s Constant, [J K−1]

q applied heat flux across the interface, [W m−2]

T temperature, [K]

v phonon group velocity, [m s−1]

ω phonon angular frequency, [rad s−1]

ζ transmission coefficient, unitless
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INTRODUCTION
Allotropes of carbon often exhibit extreme material prop-

erties due to the strong covalent bonds between atoms. In par-
ticular, carbon nanotubes (CNTs) and graphitic materials (i.e.,
graphite and graphene flakes, stacks, and nanoribbons) have gar-
nered much interest due to the combination of both their thermal
and mechanical properties [1]. In most cases, these materials
are known for their strong anisotropy. For example, while they
are axially stiff, they are laterally compliant. In turn, there have
been many attempts to incorporate such nanostructures into ex-
isting thermal abatement technologies. Carbon nanotubes have
been suspended in liquids to increase the overall effective ther-
mal conductivity of the liquids [2, 3], as well as grown in arrays
to act as thermal interface materials (TIMs) [4–7]. In addition,
graphite has been implemented to structurally reinforce metal-
lic heat spreaders while simultaneously increasing effective ther-
mal conductivity [8, 9]. However, despite the fact that the intrin-
sic thermal conductivity, of these allotropes can exceed several
thousand W m−1 K−1, their incorporation into existing abate-
ment technologies does not always produce correspondingly im-
pressive results.

An important concept to keep in mind when considering
the effective phononic thermal conductivity of a nanostructured
composite system is the phonon mean free path (MFP). The
phonon MFP describes the average distance a phonon travels be-
fore it scatters. The number of scattering events phonons undergo
as they travel through a medium is one of several factors that
dictate thermal conductivity of the medium itself. A larger MFP
leads to a higher thermal conductivity. To put this in context,
the phonon MFP is on the order of 100 nm at room temperature
in solids [10] but can vary over several orders of magnitude de-
pending on the phonon frequency and the particular material in
question [11]. In many nanocomposites, the interfaces between
different materials, which act as additional scattering sites, are
spaced at distances less than the phonon MFP. In turn, the pres-
ence of many closely spaced interfaces can reduce the effective
phononic thermal conductivity of the composite system. Con-
sequently, thermal conductivity is governed as much by the in-
terfaces between the constituent materials as it is by the mate-
rials themselves. If we are to maximize the effective thermal
conductivity of a nanostructured composite employing CNTs or
graphitic materials, we must first better understand phonon trans-
port across the interfaces within the composite. In the subsequent
discussion, our primary focus will be on the interface between
isotropic thin films and a graphite substrate.

The efficiency of phononic thermal transport across an inter-
face is often described by thermal boundary conductance, hBD,
in units of W m−2 K−1. Thermal boundary conductance is gen-
erally a function of two factors: i) the vibrational (phononic)
spectra of the materials comprising the interface [12] and ii) the
condition of the interface itself [13].

With regard to the first factor, it would then be reasonable

to assume that hBD at a solid-graphite interface is affected by
the combination of the reduced dimensionality and anisotropy
of graphite [14], as well as the large vibrational mismatch be-
tween the film and graphite [12, 15]. For example, this vibra-
tional mismatch is clear when looking at the phonon dispersion
or density of states curves of metals and graphite. The max-
imum vibrational frequencies in metals are typically less than
10 THz [16, 17], whereas the maximum vibrational frequency
in graphite is in excess of 45 THz [18]. This large vibrational
mismatch opens up the possibility of inelastic phonon-phonon
processes contributing to phonon thermal transport across solid-
graphite interfaces [19, 20].

With regard to the second factor, the interfacial chemistry
between metal films and graphite will have a significant impact
on the reported value of hBD. Metal-graphite interaction is of-
ten characterized by poor adhesion if significant carbide forma-
tion is not present. The poor adhesion at the metal-carbon in-
terface is likely due to the fact that the stiff sp2 bonds within
a monolayer of graphite (graphene) prohibit significant chemi-
cal bonding between carbon and contacting materials, with in-
teractions between the two instead described by weak dispersion
forces. This theory has been experimentally demonstrated for
Al [21] and Ti [22] on graphite. Additionally, it is well known
that the adhesion energy at metal-graphite interfaces is fairly low
(≤ 500 mJ/m2) [23]. Weak dispersion forces are associated with
low-frequency, low-energy vibrational modes. It is easy, then, to
imagine this poor bonding will lead to poor thermal conductance
across a solid-graphite interface.

To demonstrate the effect of poor adhesion on phononic ther-
mal transport across interfaces, Prasher [24] developed the van
der Waals acoustic mismatch model. In this presentation, it was
shown that low adhesion energies produce a significant reduction
in interfacial thermal conductance. For example, the model pre-
dicts an 80% reduction in interfacial conductance when reducing
the adhesion energy from 500 mJ/m2 to 100 mJ/m2. Molecu-
lar dynamics simulations have also been implemented to demon-
strate that the lack of bonding between carbon allotropes and
contacting materials will result in poor interfacial thermal con-
ductance. Shenogin et al. [25] demonstrated that CNTs in oc-
tane liquid exhibit small thermal conductance at the CNT-liquid
interface associated with the weak coupling between the rigid
tube and the soft liquid (a similar situation to that of CNTs
or graphene flakes embedded in polymer-based TIMs). Hu et
al. [26] calculated that a single covalent bond between a CNT
and a contacting Si surface would increase the interfacial ther-
mal conductance by two orders of magnitude. Huxtable et al.
[27] experimentally quantified hBD at a CNT-liquid interface
≈ 12MW m−2 K−1.

In the present work, we present extensions of the diffuse
mismatch model (DMM) [28, 29] which can be implemented for
the prediction of hBD at solid-graphite interfaces. These mod-
els are improvements over the DMM presented by Swartz and
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Pohl [30], as they account for both the anisotropy of graphite, as
well as the possibility of inelastic scattering processes contribut-
ing to interfacial phononic thermal transport. However, these
models do not take into account the bonding, or lack thereof,
between metal films and graphite substrates. To experimentally
assess the role of interfacial chemistry and bonding on thermal
transport at metal-graphite interfaces, different surface prepara-
tions are used before thin Au films are deposited on graphite
substrates. Thermal boundary conductance at these interfaces
is measured via the transient thermoreflectance (TTR) technique
from 78 to 400 K. This temperature dependent data is compared
to modeled predictions, and the deviations from the models are
discussed.

MODELING THERMAL BOUNDARY CONDUCTANCE
Two primary models have been most widely employed for

predicting hBD at interfaces between different materials: the
acoustic mismatch model (AMM) and the diffuse mismatch
model (DMM). The AMM treats phonons as waves propagating
in a continuous medium and assumes these waves do not scatter
at an interface between two different materials; rather, phonon
transmission and reflection is controlled by the relative mismatch
in acoustic impedance of the materials [31]. Due to this contin-
uum analysis, the AMM works best at low temperatures where
dominant phonon wavelengths are long and frequencies are low.
The DMM, on the other hand, operates at the other extreme, as-
suming all phonons scatter at the interface and do so diffusely.
That is, phonons lose memory of their incident polarization and
direction after scattering at the interface [30]. As a result, the
DMM holds for elevated temperatures relative to the AMM. Still,
the overall accuracy of the DMM has more recently come into
question as the model has been applied to a larger data set. Sev-
eral studies [12, 32] have shown that the agreement between the
DMM and experimentally measured values of hBD can vary by
up to an order of magnitude.

Derivation of the Diffuse Mismatch Model
The DMM has been derived in full several times in the lit-

erature [30, 33–37]. However, due to the varying assumptions
applied during these derivations, many subtleties of the model
are confused or even lost altogether [36]. The derivation is out-
lined here to ensure that these subtleties are not overlooked and
too make it possible to address the relative importance of these
subtleties under the present set of assumptions. The phonon flux,
q, across an interface from side 1 to side 2 can be represented as

q1→2
z =

1
(2π)3 ∑

j

∫ π

2

0

∫ 2π

0

∫
kx,1

∫
ky,1

∫
kz,1>0

h̄ω j,1(k j,1)ζ
1→2

|v j,1(k j,1)| f0 sin(θ1)cos(θ1)dkz,1dky,1dkx,1dθ1dφ1, (1)

where z is the direction of transport, j is the polarization, θ1 and
φ1 are the azimuthal and elevation angles of the flux on side 1
approaching side 2 relative to the direction of transport, ζ is the
transmission coefficient, v1 is the carrier group velocity on side
1, f0 is the equilibrium distribution of particles on side 1, and
k is the wavevector. In order to consider only flux approaching
the interface, integration is performed over half of the Brillouin
zone and the absolute value of the group velocity, v1, is taken.
The phonon equilibrium distribution, f0, is given by the Bose-
Einstein distribution, f0 = 1/(exp(h̄ω(k)/kBT )− 1). Assuming
diffuse scattering, the directional dependance of Eq. 1 collapses
and the expression for phonon flux across the interface from side
1 to side 2 becomes

q1→2
z =

1
8π2 ∑

j

∫
kx, j,1

∫
ky, j,1

∫
kz, j,1>0

h̄ω j,1(k j,1)ζ
1→2

|v j,1(k j,1)| f0 dkz, j,1 dky, j,1 dkx, j,1. (2)

This expression can be further simplified by assuming the mate-
rials in question can be described by an isotropic phonon disper-
sion. This yields

q1→2
z =

1
8π2 ∑

j

∫
k j,1>0

h̄ω j,1(k j,1)k2
j,1 ζ

1→2 |v j,1(k j,1)| f0 dk j,1.

(3)
Under the diffuse assumption, the phonon transmissibility from
side 1 to side 2 must relate to the phonon transmissibility from
side 2 to side 1 via the expression ζ2→1 = (1− ζ1→2). Hence,
through the application of detailed balance, q1→2

z = q2→1
z , it is

possible to solve for ζ1→2 explicitly. However, the formulation of
the transmission coefficient is largely dependent on the assump-
tions invoked when applying detailed balance [36]. The trans-
mission coefficient will be given explicit attention and specif-
ically formulated for a isotropic solid-graphite interface in the
next section.

The relationship between the phonon flux traversing an in-
terface from side 1 to side 2 and hBD can be established through
a modified form of Fourier’s law and noting that

q1→2
z = h1→2

BD T 1→2⇒ h1→2
BD =

∂q1→2
z

∂T 1→2 , (4)

where T 1→2 is the temperature drop across the interface. It is
important to note that, in the purely diffusive regime, the phonon
transmission probability is predicted as 50% in the limit of the
same material on either side of the interface. Although this has
previously been ascribed to an incorrect physical limit [10], this
is in fact a correct description assuming the most rigorous defi-
nition of diffusive scattering of particles (a scattering particle at
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a diffuse interface has equal probability of scattering in all avail-
able directions) [38]. That is, given an interface between two
identical materials and assuming that phonons scattering at a per-
haps imaginary interface will scatter diffusively, then phonons
will have an equal probably of scattering in all directions (for-
ward and backward) and therefore the transmission probably of
the incident phonon flux will be 50%. With this in mind, hBD is
given by

h1→2
BD =

1
8π2 ∑

j

∫
k j,1

h̄ω j,1(k j,1)k2
j,1 ζ

1→2 |v j,1(k j,1)|
∂ f0

∂T
dk j,1.

(5)
It is important to remember that, for all intents and purposes,
the transmission coefficient has already been formulated at this
point in the derivation of the DMM. As a result, it is critical that
any restrictions or allowances regarding the range of participat-
ing phonons established during the application of detailed bal-
ance and the formulation of the transmission coefficient must be
upheld here as well.

Application to Solid-Graphite Interfaces
When considering transport across a solid-graphite interface

it is important to recognize the extreme anisotropy of graphite.
This extreme anisotropy results in very complicated phonon dis-
persion relationships and is evident when examining the thermal
conductivity, where a-axis (in the basal plane) and c-axis (per-
pendicular to the basal plane) values differ by three to four orders
of magnitude [39, 40]. In addition to the anisotropy of graphite,
the large difference in phonon cutoff frequencies, or vibrational
mismatch, between most solids and graphite suggests that inelas-
tic phonon scattering may provide an additional channel of en-
ergy transport across a solid-graphite interface [15, 19, 41]. Re-
cently, a model was developed by Duda et al. [29] that accounts
for inelastic scattering at interfaces where one material compris-
ing the interface is characterized by high elastic anisotropy, such
as graphite. Inelastic scattering is taken into account through a
higher-harmonic approach outlined by Hopkins [42] and makes
use of simplifying assumptions which are valid at elevated tem-
peratures relative to the saturation temperature of vibrational
modes in one direction.

Despite the complicated nature of the phonon dispersion re-
lationships of graphite, an effective Debye density of states can
be used to describe bulk graphite at temperatures above cryo-
genic [28, 40]. This is made possible by the weak interlayer vi-
bration coupling in graphite, which can be described as a van
der Waals type interaction and is associated with low-frequency
vibrations. Dispersion diagrams of graphite show that acoustic
interlayer vibrations exist at frequencies below 3 THz, 1 to 2 or-
ders of magnitude below the longitudinal and transverse cutoff
frequencies within the basal plane [18]. Additionally, studies ex-
amining both CNTs and graphite have indicated that interlayer

acoustic modes saturate at temperatures above 50 K [14, 43].
Developing the effective density of states for predictions of

hBD, one can consider first a single monolayer of graphite, de-
scribed by a two-dimensional Debye density of states. Scaling
this density of states by N, or the number of two-dimensional
subsystems per unit length, generates an effective density of
states for the graphite system. The density of states for bulk
graphite (or, likewise, multi-layer graphene stacks) thus becomes

Deff(ω,va, j) = N
ω

2πv2
a, j

=
ω

2πv2
a, j

1
d
, (6)

where d is the interlayer spacing and va, j is the polarization-
specific Debye phonon group velocity in the basal plane [28,29].
Therefore, realizing that under the Debye assumption the rela-
tionship between v, ω, and k simplifies such that

v =
∂ω

∂k
=

ω

k
, (7)

thermal flux in graphite perpendicular to the interface reduces
from the form of Eq. 2 to

qg, j,z = π∑
j

∫
ωa, j

h̄ωvz, jDeff(ω,va, j) f dω. (8)

The subscript z denotes the orientation of the graphite relative to
the interface and can take on two values, either a (basal planes
perpendicular to the interface, transport along the basal planes),
or c (basal planes parallel to the interface, transport perpendic-
ular to the planes). Note that the density of states and cutoff
frequency do not depend on the graphite orientation since the
vibrational modes are assumed only to exist in the basal plane.
Still, the propagation velocity does depend on the orientation.
Three modes of vibration are still assumed within graphite (one
longitudinal, two degenerate transverse). Phonon group veloci-
ties in the basal plane (a-axis) are taken as va,l = 23,600 m/s and
va,t = 15,900 m/s [40]. A polarization-averaged group velocity is
taken perpendicular to the planes, vc = 2,157 m/s [44]. Assum-
ing a planar lattice point density in graphite as Na = 1.9× 1019

m−2, the a-axis cutoff frequency is defined as ωa, j = va, j
√

4πNa.
The thermal boundary conductance from a film to a graphite sub-
strate is then given by

h1→g,z
BD =

1
4

3

∑
j

∫
ωD, j

h̄ωv1, j D1(ω,v1, j)
∂ f
∂T

ζ
1→g,z(ω) dω, (9)

where the film properties are denoted by the sub- or superscript
“1”. In this work, a three-dimensional isotropic Debye density of
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states is used to describe the film, and ωD, j = v1, j
3
√

6π2Na [45].
Values for density, ρ1, and velocities, v1, j are taken from Swartz
and Pohl [30].

Following the theory from previous work developed to ac-
count for multiple phonon diffusive scattering events at solid-
solid interfaces [42], Eq. 9 is reformulated to explicitly describe
multi-phonon processes by utilizing a transmission coefficient
that is separated into components. Here the analysis is limited to
four and fewer phonon processes, as the contributions of higher
order processes do not significantly contribute to hBD at lower
temperatures (below the Debye temperature of one or both mate-
rials comprising the interface) [42]. This approach enables the
specific contributions to the transmission coefficient from the
two-phonon elastic processes to be distinguished from contribu-
tions from the inelastic three- and four-phonons processes, yield-
ing

h1→g,z
BD =

1
4

3

∑
j

∫
ωD, j

h̄ωv1, j D1(ω,v1, j)
∂ f
∂T
×(

ζ
1→g,z
(2), j (ω)+ζ

1→g,z
(3) (ω)+ζ

1→g,z
(4) (ω)

)
dω. (10)

While this treatment of inelastic scattering may not be exact,
it serves as a good first-approximation to the relative contribu-
tion of inelastic processes to thermal transport at interfaces. The
elastic transmission coefficient (assuming two phonon scatter-
ing) is defined as outlined by [36] so that detailed balance on
each phonon frequency yields

h̄ωD1(ω,v1, j) f (ω)ζ1→g,z
(2), j (ω) =

h̄ωDeff(ω,va, j) f (ω)ζg,z→1
(2), j (ω), (11)

which, assuming completely diffusive scattering (ζ1→g,z = 1−
ζg,z→1), yields a two phonon transmission coefficient of

ζ
1→g,z
(2), j =

vz, j

v2
a, j

1
d

ω

πv2
1, j

+
vz, j

v2
a, j

1
d

. (12)

In the development of Eq. 12, the transmission coefficient is cal-
culated on a per frequency, as well as per polarization, basis,
which assumes not only completely elastic processes but also, in
contrast to typical approaches of diffuse scattering, that a phonon
of mode j can only couple with another phonon of the same
mode. This ensures phonon number conservation for both the
elastic as well as the higher order processes [40]. Although this

abandons the pure definition of diffuse scattering (phonon loses
memory and can scatter to any mode), in the Debye approxima-
tion, this assumption does not make a substantial difference in
the overall result [28].

The determination of the three-phonon inelastic transmis-
sion probability begins with a balance similar to Eq. 11, only
assuming two phonons of energy ω in the film will couple with
a phonon of energy 2ω in the substrate, so that the balance equa-
tion becomes

2h̄ωv1, jD1(ω,v1, j) f (ω)ζ1→g,z
(3), j (1−ζ

1→g,z
(2), j ) =

h̄(2ω)vz, jDeff(2ω,va, j) f (2ω)(1−ζ
1→g,z
(3), j )ζ

1→g,z
(2), j , (13)

when 0 < ω≤ 1
2 ωD, j and

2h̄ωv1, jD1(ω,v1, j) f (ω)ζ1→g,z
(3), j (1−ζ

1→g,z
(2), j ) =

h̄(2ω)vz, jDeff(2ω,va, j) f (2ω)ζ
g,z→1
(3), j , (14)

when 1
2 ωD, j < ω ≤ ωD, j, where f (2ω) =

[exp(h̄(2ω)/kBT )−1]−1. This gives a three phonon trans-
mission coefficient, defined as

ζ
1→g,z
(3), j =



vz, j

v2
a, j

1
d

f (2ω)ζ
1→g,z
(2), j

ω

2πv2
a, j

f (ω)(1−ζ
1→g,z
(2), j )+

vz, j

v2
a, j

1
d

f (2ω)ζ
1→g,z
(2), j

,

0 < ω≤ 1
2 ωD, j

vz, j

v2
a, j

1
d

f (2ω)

ω

2πv2
a, j

f (ω)(1−ζ
1→g,z
(2), j )+

vz, j

v2
a, j

1
d

f (2ω)
,

1
2 ωD, j < ω≤ ωD, j

.

(15)

The development of the four-phonon process follows in a simi-
lar fashion, but has been omitted from this work for the sake of
brevity.

The predicted temperature-dependent contributions to hBD
at Au-graphite interfaces from the two-phonon elastic process as
well as the three- and four-phonon inelastic processes, assuming
heat transport is perpendicular to the graphite structure (c-axis),
are shown in Fig. 1. The total hBD is the sum of the two-, three-,
and four-phonon contributions. These results illustrate the fact
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Figure 1. INDIVIDUAL CONTRIBUTIONS OF TWO-, THREE-, AND
FOUR-PHONON PROCESSES FOR AU-TO-C-AXIS GRAPHITE THER-
MAL BOUNDARY CONDUCTANCE.

that the contributions from inelastic processes become more sig-
nificant as temperature increases. Table 1 lists the contributions
of each process, as well as the total predicted for Au to c-axis
graphite hBD at 300 K. This model suggests that at room tem-
perature, in excess of 40 % of the heat conducted across the Au-
graphite interface is through inelastic channels.

MEASURING THERMAL BOUNDARY CONDUCTANCE
In order to investigate the effect of interfacial structure and

chemistry on hBD, three metal-on-graphite samples were pre-
pared for experimental thermal characterization. The three sam-
ples consisted of thin Au films on 12 mm x 12 mm x 1 mm
grade 1 highly-ordered pyrolytic graphite substrates (HOPG)
from Structure Probe Incorporated. Gold was chosen over other
possible metals in order to reduce the number of variables af-

Table 1. INDIVIDUAL CONTRIBUTIONS OF TWO-, THREE-, AND
FOUR-PHONON PROCESSES FOR AU-TO-C-AXIS GRAPHITE THER-
MAL BOUNDARY CONDUCTANCE AT 300 K (IN MW m−2 K−1).

2-phonon 3-phonon 4-phonon Total

Au 13.3 6.5 2.9 22.8

fecting thermal transport across the interface. Previous work has
shown that Au does not wet HOPG or other carbon-based sub-
strates. As a result, the Au-HOPG surface interaction is charac-
terized by weak van der Waals adhesion [23, 46, 47]. Thus, this
choice of material system eliminated the variability of bonding
reported when more reactive metals (e.g., Ti [22]) are deposited
on HOPG.

Prior to metal deposition, each substrate underwent a differ-
ent surface pretreatment to influence the interfacial structure and
chemistry. The first substrate was cleaved using the “scotch tape
method” to remove the first few layers of graphene, and no other
pretreatment or cleaning method was used. The second substrate
was cleaved in the same manner and subsequently ion cleaned. A
3 cm ion source, located 14 cm from the substrate, with a beam
voltage of 300 V was used to surface etch the substrate, for a total
exposure time of 7 minutes. As a means of comparison, exposing
an SiO2 wafer to these conditions removes approximately 5-10
nm of material from the surface and creates a disordered surface.
The third substrate was again cleaved in the same manner and
was subsequently electron cleaned. The conditions of the elec-
tron cleaning were the same as the ion cleaning, however, the
beam voltage was turned off. It is presumed the electron heat-
ing from both the cathode filament and the neutralizer filament
(which sits outside/at the end of the ion source) helps to remove
surface water from the substrate. After all surface pretreatments,
50 nm of Au was deposited on the HOPG surface by DC sput-
tering. These three surface treatments should have a significant
impact on the condition of the Au-HOPG interface, as it has been
demonstrated that contaminants and defects can lead to increased
interaction between metals and HOPG [21, 22].

Thermal boundary conductance of each Au-HOPG interface
was measured via TTR. Transient thermoreflectance [48–50] and
its variations [51,52] are optical thermometry techniques that use
pulsed laser systems to both heat and monitor the surface temper-
ature of a metallic thin film. A schematic of the TTR system used
in the Nanoscale Energy Transport Lab at the University of Vir-
ginia is shown in Fig. 2. The pulsed laser source was a Coherent
Mira 900 oscillator pumped by ∼ 28% output from a Coherent
Verdi V18, producing pulses on the order of several nJ per pulse
at a repetition rate of 76 MHz. The output from the Mira 900
was then seeded into a Coherent RegA 9000 amplifier pumped
by the remaining 72% output from the Verdi V18. The amplifier
increases the pulse energy from several nJ to several µJ per pulse.
The fundamental output of the amplifier was 1.55 eV at 250 kHz
with ∼ 160 fs pulse widths.

A Newport 600 mm linear delay stage was used to delay the
probe for a total of 4 ns temporal delay, while maintaining less
that 2 µm of linear drift in the vertical and horizontal direction
along the length of the stage. The pump beam was modulated
using a Conoptics EOM at 125 kHz before being passed through
a frequency doubling BBO crystal to improve signal-to-noise fil-
tering. The pump and probe beam were focused down using ob-
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Figure 2. SCHEMATIC OF TRANSIENT THERMOREFLECTANCE
SETUP AT UNIVERSITY OF VIRGINIA.

jective lenses to a spot size of 236 µm ± 2 µm and 26 µm ±0.6
µm respectively. For the data taken in this study, the incident
pump fluence was set to ∼ 2 J/m2.

Each of the prepared samples were thermally characterized
via TTR at temperatures ranging from 78-400 K. In order to ex-
plicitly determine hBD, the measured data are fit to a two-layer
heat conduction model [12] and hBD is adjusted such that the
square of the difference between the raw data and the thermal
model is minimized. An inverse parabolic interpolation tech-
nique is used during fitting to reduce the number of iterations
required for the system to converge. The data of each scan are
individually fit and a single “measured” value of hBD is deter-
mined per scan; these fit values are subsequently averaged.

The temperature-dependent hBD data is presented in Fig. 3.
Each point in the figure represents the average of the ten mea-
sured values at that particular temperature. Error bars represent
the standard deviation of the best fit hBD for the 10 scans. As
clearly evident in Fig. 3, different HOPG surface preparations
drastically change the behavior of phonon transport across the
Au-HOPG interface. The as-cleaved sample exhibited the high-
est values of hBD across the entire temperature range, followed
by the electron cleaned, and lastly, ion cleaned. The difference
between measured hBD for the as-cleaved and ion cleaned sam-
ples is in excess of 300 %, demonstrating how greatly surface
preparation, and hence, the physical aspects of the interface, can
impact interfacial thermal transport.
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Figure 3. MEASURED THERMAL BOUNDARY CONDUCTANCE AS A
FUNCTION OF TEMPERATURE FOR VARIOUS SURFACE PREPARA-
TIONS OF AU-HOPG COMPARED TO THE ELASTIC AND INELASTIC
MODIFIED DMM MODELS.

THEORETICAL AND EXPERIMENTAL COMPARISON

In addition to the experimental data, Fig. 3 also includes
the elastic and inelastic predictions of phononic thermal trans-
port at the Au-HOPG interface. From comparison of the ex-
perimental data and the predictive modeling, several important
features are prominent. First, the electron-cleaned data demon-
strates good agreement with the inelastic model. This can be
explained in the sense that the electron cleaning effectively re-
moves contaminants from the HOPG surface without inducing
disorder. As a result, this interface nearly mimics the ideal inter-
face assumed by models like the one presented above (it has been
shown that freshly cleaved graphite in air has a surface roughness
of less than 1 nm [53]). As a result, the model can accurately
capture the behavior of phonon transport across the Au-HOPG
interface. The presence of contaminants on the surface of the
as-cleaved sample should lead to increased reactivity between
Au and HOPG [21], suggesting increased adhesion strength, and
hence, higher hBD [24]. Lastly, the ion-cleaned HOPG substrate
should be highly disordered as a result of the heavy ion bom-
bardment. As has been shown by Hopkins et al. [13], increased
atomic mixing and disorder at the interface has a detrimental ef-
fect on hBD. While these trends can be inferred with confidence,
further structural characterization is still required.
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CONCLUSIONS
Predictions of hBD utilizing the DMM vary for highly

acoustically mismatched and anisotropic materials depending on
the materials used and the assumptions made. For isotropic
solid-graphite systems, a combination of reduced dimensional-
ity, highly anisotropic thermal properties, large vibrational mis-
match, and poor interfacial adhesion require the extension of the
traditional DMM proposed by Swartz and Pohl [30]. The DMM
is modified to account for the extreme anisotropy of the substrate
by means of a modified effective density of states, treating the
substrate as a system of weakly coupled two-dimensional Debye
subsystems. The large vibrational mismatch between the solid-
graphite systems allows for the possibility of additional thermal
transport channels through inelastic phonon-phonon scattering
processes, with increasing importance as temperature increases.
To account for inelastic scattering, the anisotropic DMM is ex-
tended further to account for additional three- and four-phonon
inelastic processes. To further consider the importance of in-
terfacial structure and chemistry, experimental measurements of
hBD on three Au-HOPG samples with different substrate surface
preparations were taken using transient thermoreflectance over
the range from 78 to 400 K. Comparisons were made between
the experimental measurements and the modified DMM assum-
ing both elastic and inelastic scattering. The theoretical model
assuming inelastic scattering and the experimental data match
very well for Au on an electron-cleaned HOPG substrate, the
sample most representative of the perfect theoretical interface.
However, the model does not compare well to the results for Au
on ion-cleaned and as-cleaved HOPG samples. This is due to the
one factor that has not yet been considered, the interfacial chem-
istry between the metallic film and the graphite substrate. Before
a model that captures both the vibrational and structural proper-
ties of interfacial transport can be developed, a rigorous study of
the effects of interfacial bonding and structural effects on hBD is
required.
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