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ABSTRACT 
The development of a direct-forcing immersed-boundary 

method for general flow applications is outlined in this paper. A 
cell-classification procedure based on a signed distance to the 
nearest surface is used to separate the computational domain 
into cells outside the immersed object (‘field cells’), cells 
outside but adjacent to the immersed object (‘band cells’), and 
cells within the immersed object (‘interior cells’). Interpolation 
methods based on laminar / turbulent boundary layer theory are 
used to prescribe the flow properties within the ‘band cells’. 
The method utilizes a decomposition of the velocity field near 
embedded surfaces into normal and tangential components, 
with the latter handled using power-law interpolations to mimic 
the energizing effects of turbulent boundary layers. A procedure 
for directly embedding sequences of stereo-lithography files as 
immersed objects in the computational is described, as are 
extensions of the methodology to compressible, turbulent 
flows. Described applications include human motion, moving 
aerodynamic surfaces, and shock / boundary layer interaction 
flow control.  

 

INTRODUCTION 
Immersed-boundary methods are a general class of 

technique that indirectly imposes the effects of a (possibly 
moving) solid surface on the surrounding flow.  While the 
original immersed-boundary method dates from the work of 
Peskin (1),  the technique was recast into a form more useful 
for conventional CFD strategies by Mohd-Yosuf (2), Verzicco 
et al. (3), Fadlun et al. (4) and others.   A review article 
summarizing these and other techniques is that of Mittal and 
Iaccarino (5). A key to these newer immersed-boundary 
methods is the enforcement of fluid boundary conditions 

indirectly, through specification of the distribution of the fluid 
velocity in the vicinity of the immersed boundary.   

This paper surveys some recent results obtained using a 
generalization of an immersed-boundary method developed for 
time-dependent, incompressible flows in Choi et al. (6).  This 
approach is similar to that of Gilmanov et al. (7) in that a 
surface mesh consisting of structured or unstructured elements 
is embedded within a flow and that flow-property variations 
normal to the surface are reconstructed. The surface meshes 
may be closed (surrounding a volume of space) or zero-
thickness (surfaces alone). The Navier-Stokes equations are 
solved in cells outside the body (‘field cells’); a constant 
property condition is enforced for cells inside the body 
(‘interior cells’); and boundary conditions are enforced through 
specifying distributions of fluid properties in a collection of 
‘band’ cells just outside the immersed body (‘band’ cells).   In 
contrast to many other IB techniques, the methods developed in 
Choi et al. (6) can be applied to turbulent flows at high 
Reynolds numbers by virtue of its use of power-law 
interpolation techniques to mimic the near-wall profile of an 
attached turbulent flow.  The methods are also applicable to 
general curvilinear meshes as well as unstructured meshes. 
Since the publication of Choi et al. (6), extensions to particle-
laden incompressible flows (8) and compressible, turbulent 
flows (9) have been developed.  This report presents these 
developments as a unified framework and outlines a new way 
of embedding stereo-lithography files as immersed objects 
within a computational domain. Applications ranging from 
human motion activity to flow control of shock / boundary 
layer interactions are presented.    

 
IMMERSED BOUNDARY METHOD 

In the present work, an immersed surface is generated 
either as a cloud of arbitrarily-ordered points or as a 
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stereolithography (STL) file.  The entire flow domain is then 
classified into three categories of cells. Cells sufficiently 
removed from the immersed boundary are termed as ‘field’ 
cells, cells very near but not inside the immersed object are 
‘band’ cells, and cells inside the immersed body are ‘interior’ 
cells.  To perform this classification, a distance function to the 
nearest surface location for all cells (within a ‘bounding box’ of 
the IB) is computed.  The distance-function calculation differs 
depending on whether a point-cloud or an STL object is 
considered and is described later. 

A ‘direct forcing’ approach is used to enforce the boundary 
conditions at the interior and band cells.  This results in the 
residual form of the Navier-Stokes equation system shown 
below which is then solved implicitly, coupled with exterior 
cells, by use of sub-iteration techniques. 
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This equation represents the blending of the Navier-Stokes 
residual with a source term that relaxes the primitive variable 
vector V  to its band-cell values. The quantity )(ΦG is a sharp 
Heaviside function (set to 1 for ‘band’ and ‘interior’ cells and 
zero otherwise), Φ  is the signed distance function, and l  is a 
sub-iteration index. Field cells are defined as those with 

0=G and Φ > 0, while band cells are those with 1=G and 
Φ < 0, and interior cells are those with 1=G and Φ < 0.  The 
Navier-Stokes equations are solved in the field cells, fluid 
properties are generally held fixed in the interior cells, and 
analytic forms for the fluid properties (discussed later) are 
prescribed in the band cells.   

 
CELL CLASSIFICATION PROCEDURE 
 
3D Surface Definition in a Computational Domain 

Most popular way to describe 3D objects in computer 
system is to construct triangle meshes. This can be done using a 
Computer Aided Design (CAD) format or though other means, 
but key is that triangle elements with outward pointing normal 
vector are created for each separate component of the objects, 
as different components may move at different rates. The next 
step is to define 3D surfaces using the unsigned distance and 
classification whether an arbitrary point in a background 
domain is inside or outside of the objects. The classification 
can be achieved to count the intersections of a ray going from 
the given point (outside point from the objects) to infinity since 
the number of intersections must be odd if the point is inside, 
which is called as ray tracing method (10). Another 
classification is to define a signed distance using the inner 
product between a pseudo normal vector and a distance vector 
to an arbitrary point from its closest point on the surface, which 
is called as signed distance computation (11, 12). While the 
former method needs to visit the parts of the triangle mesh 
along the ray tracing line, the latter algorithm needs to find the 

closest point on the mesh. We will apply the signed distance 
computation which is faster than ray tracing method in order to 
define 3D surfaces which will be incorporated with the present 
immersed boundary method. 

The distance d  from grid points gx  in a computational 
domain CΩ  to the closest surface point sx  on triangle meshes 

lΓ  for thl component is simply defined as sgd xx −=  in 

Figure 1. Computation of the distance to 3D objects can be 
achieved by using brute force computation, Voronoi diagram 
(13) and hierarchical data structure (14, 15). Among these 
methods, we will use a kd-tree hierarchical data structure with a 
bounding box to accelerate finding the nearest triangle mesh. 
For simplicity, we consider the one component closed surface 
as shown in Figure 2. At first, we find a cloud of nearby 
points v

ix  from the given point gx  in a bounding box, in order 
of the closest distance, using approximate nearest-neighbor 
(ANN) searching algorithm (16). Next step is to search the 
closest point in the set of the neighbor triangle meshes i

j
i Γ∈∆  

which are sharing with a cloud of nearby vertex v
ix  since the 

closest vertex is typically different from the closest point on a 
triangle mesh. We can define the subset }{ is Γ=Γ  of the total 
triangle meshesΓ . Based on the subset sΓ , minimum distance 
can be obtained using point-triangle, point-edge and point-
vertex distance calculation.  

In the search process, the subset sΓ  can be reduced using 
geometric restriction. The recent CAD programs enhance the 
uniformity of the triangle and control the edge distance. At a 
given edge distance ed , we can get a restriction for the 
searching algorithm. As shown in Figure 2, the circles show the 
spheres with radius ed  and origin v

ix . The entire triangle 

neighbors j
i∆  shared with the vertex v

ix  are included within 

the spheres. The distances j
id in the subset iΓ  are bounded as 

ei
k
i ddd ≤− ||  with respect to the point-vertex distance id . Also 

the distance is e
j ddd ≤− || 11  for the subset 1Γ  which is 

equivalent subsets for the minimum point-vertex distance. The 
difference between two point-vertex distances can be written 
as e

kj
iie

kj
i dddddddd 22 111 +−<−<−− . If kj

i dd 1< , the 
difference should be bounded as ei ddd 21 <− . Therefore, the 
above nearest distance calculation should be repeated for the ith 
nearest vertex point in ANN list which satisfies ei ddd 21 <− . 
  
Signed Distance Computation 

The signed distance function d
)

 can be obtained by 
multiplying the unsigned distance with the sign of the dot 
product of the distance vector with the outward normal 
vector n : 

dd sg ))((sgn nxx ⋅−=
)

, (2) 
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where )sgn(φ returns a value of 1 for each non-negative 
element and –1 for each negative element of φ , and  
denotes the magnitude of the vector.  

This simple procedure was found not to work properly for 
some very complex CAD objects (6). Usually, the CAD objects 
are defined as triangle surface elements that contain each vertex 
and face normal vector. If a nearest surface point at a given 
field point is located in an edge or vertex, the simple signed 
distance function may not be calculated correctly. Therefore, 
we consider an angle-weighted pseudo-normal vector (12), 
which is defined at surface nodes (vertices) or edges, rather 
than cell centers of surface triangles. For a given vertex vx , we 
can define the triangle elements shared with the vertex and 
calculate the incident angle iα  for each element with outward-
pointing face normal vector in (6). The angle weighted pseudo-
normal vector vn  at the vertex can be defined as, 

∑
∑=

i ii

i ii
v n

n
n

α
α

, (3) 

where i denotes the triangle elements that surround the vertex. 
Based on the pseudo-normal vector at the vertex and face 
normal vector in  at the element center ix , we can determine an 
inside/outside decision using the same signed distance function 

in Eq. (2) with the data set of the vertices. This procedure 
essentially averages local fluctuations in the outward normal 

that could result from small features in the CAD file.  
To define a global signed distance function d at any given 

mesh point, a simple priority rule is exercised. First, the global 
distance function is initialized to a large number. Then, the 
global signed distance function at a particular point is taken as 
the minimum of the individual signed distance functions for 
each component l at that point:  

)(min ll dd
)

=             (4) 
The collections of points that comprise the surfaces are allowed 
to move according to prescribed rate laws.   

 
Embedding of CAD Objects as Immersed Surfaces 

Common three-dimensional objects in a computer system 
can be written in stereo lithography (STL) file format. One of 
our major goals is to be able to incorporate general STL files as 
immersed surfaces in our flow solver without any additional 
user intervention. We used the 3DS Max® (Autodesk, Inc.) as a 
platform for generating STL files describing general objects, 
especially for generating sequential STL files for person 
(avatar) motions with inverse kinematics. 

Following step-by-step procedure is used for identifying the 
multiple-objects or multiple-segments from one single STL file 
in a computational domain:  

1. Import STL file; Store position vectors at three vertices 
and outward-pointing normal vector for each element. 

2. Determine element-to-element connectivity; Make a list 
for the associated elements to each vertex. Define the 
connectivity where elements contain a common edge. 

gx
1min dd =

111 , Γ∈∆Γ⊂Γ j

Cg Ω∈x
i

k
ii Γ∈∆Γ⊂Γ ,

v
1x

v
ix

id

j
1∆

k
i∆

ed

Figure 2: Schematics for nearest neighbors of tirangle elements. 

gx d

l
iΓsx

ll
i Γ∈Γ

Cg Ω∈x

Figure 1: Schematics for a minimal distance from the points in a 
computation domain to surface points. 

Figure 4: (a) Rendering in 3DS Max®, (b) skinned skeleton, (c) triangle 
elements in STL files, and (d) rendering in a computational domain 

(a) (b) (c) (d) 

Figure 3: Illustrations of (a) Eagle image in 3DS Max®, (b) colored segments, 
and (c) rendering in computational domain.  

(a) (b) (c)
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3. Find segments; Make a list for closed or open surfaces 
linked all elements based on the element-to-element 
connectivity 

4. Calculate pseudo-normal vectors for all of the vertices, 
and edges and face-normal vectors for all of the 
elements using Eq.(3). 

5. Given a computational cell, use ANN searching to 
determine a set of nearest vertices in the immersed 
objects. 

6. Calculate signed distance based on the point-to-
elements, point-to-edges, and point-to-point distance 
with the pseudo-normal and face-normal vectors. 

We exercised the segmentation procedure for a CAD 
rendering of Eagle object (from 3DS Max) which contains 75 
segments. Figure 3 shows that the present STL reader separates 
clearly the object into 75 segments and the immersed object is 
successfully retendered in a computational domain. Figure 4 
shows an example of a person in hazmat suit, rendered using 
3DS Max® and its skinned skeleton which is essential part for 
motion generation using inverse kinematics based on biped 
model. Figure 4 (c) and (d) show 63504 triangle elements 
representing the person and rendering in a computational 
domain with an iso-surface with zero value of signed distance 
function.  
 
Band Cell Interpolations 

The following first-order accurate closures are used for the 
fluid properties in the band cells, where the subscript ‘I’ 
indicates properties obtained at an interpolation point located 
along the normal line extending outward from the nearest 
surface location corresponding to the band cell in question 
(discussed later), and the subscript “B” indicates the band-cell.  
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In these expressions, in is the normal vector at the closest point 
on the body surface, d is a distance from the nearest surface 
point, jSu , is the velocity at the nearest surface point, and k is a 
power-law.  The choice of k allows the model to replicate a 
turbulent velocity profile (k=1/7 or 1/9) or a laminar profile 
(k=1). To obtain the temperature distribution near the surface, 
Walz’s relation for the temperature distribution within a 
compressible boundary layer is used (17): 
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In this, r is the recovery factor and 2

, )]([ IiT du is the kinetic 
energy associated with the tangential velocity component at the 
interpolation point.   

The function ),,( BI ddc ρ that scales the normal velocity 
component in Eq. (5) is determined by enforcing a discrete 
form of the continuity equation at each band cell using a 
locally-parallel flow assumption.  Details are given in Ghosh et 
al. (9). The result, for an adiabatic wall, is given as 
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Note that this procedure does not rigorously enforce mass 
conservation within the band cells, as the integral form of the 
continuity equation is not used.   If precise mass conservation is 
required, the pressure interpolation in Eq. (5) can be replaced 
by the solution of the continuity equation in the band cells. 

The turbulence variables in the band cells are defined as 
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To arrive at this form, we assume equivalence between the 
result provided by the power-law profile and the law of the 
wall within the band cells. For incompressible flows, the 
temperature distribution in Eq. (5) may be neglected, or if 
variable-temperature effects are important, the terms 
proportional to the kinetic energy in Eq. (5) can be neglected.  
The normal-velocity scaling for incompressible flows sets 
ρ~ , −ρ~ , and +ρ~ to unity.  

Determination of Information at the Interpolation Point 
The preceding developments hinge on the determination of 

flow properties )(ˆ Idq  at a certain distance Id away from the 
surface.  Given a point within the band kx

r
and a list of nearest 

neighbors to that point lx
r

, a merit function lw is defined as 
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In this, nxx kl ˆ)( ⋅−

rr
is the projection of the distance from 

kx
r

to lx
r

in the direction of the outward normal, and || kl xx
rr

− is 
the magnitude of the distance vector itself.  If point lx

r
is 

located directly along the outward normal line corresponding to 
band point kx

r
, and if nxx kl ˆ)( ⋅−

rr
is positive, meaning that 

point lx
r

is further away from the surface than point kxr , then 
the merit function returns a very large value (~1/ ε , where ε  is 
10-12) 

The actual calculation of lw is performed in three stages.  
First, only field points (those with ),( txl

r
Φ > 0 and 

0)),(( =Φ txG l

r
) are considered as members of the list of 

nearest neighbors. Then, lw is calculated according to Eq. (9), 
and the sum of the weights ∑

m
mw is calculated.  If this sum is 

non-zero, then the actual weight function for each nearest-
neighbor is determined as 

 

  
∑

=
m

m

l
l w

wω . (11) 

 
Otherwise, the process is repeated, now considering both field 
points and other band points as members of the list of nearest 
neighbors. If this application also results in no viable 
interpolation points being found, then the band point kx

r
is 

effectively set to an interior point.     
The location at which interpolated properties are defined, 

Id , is calculated for a particular field point as  

Figure 5:  Velocity and temperature contours for forced convection over a 
human; (a) temperature and (b) vertical velocity 

(a) 

(b) 

Figure 6:  Vertical velocity versus distance above head – forced convection 
over a human body 
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nxxd kl

l
lI ˆ)( ⋅−= ∑

rr
ω .          (12) 

 
Note that this distance is in the direction of the normal 
coordinate.  With this, the fluid properties )(ˆ Idq  are found by 
applying the weighting functions  
 

m
m

mI qdq ω∑= ˆ)(ˆ .                        (13) 
 
APPLICATIONS 
 
Human Motion  

The IB method described in the earlier sections has been 
applied routinely to calculate the effects of human activity on 
the surrounding flow.  Large-eddy simulation techniques have 
been used in these simulations, with a general metric of mesh 
resolution being ~(2 cm)3 in the vicinity of a moving person.  
Applications have focused primarily on understanding the 
effects of the human wake in entraining and transporting fine 
particles or tracer gases.  Several examples are described in the 
following paragraphs.   Figures 5-7 correspond to simulations 

of an experiment of Hayashi, et al. (18) involving forced 
convection in a 2.6 x 2.2 x 2.2 m3 room.  This calculation 
solves a decoupled form of the energy equation to provide the 
temperature field and uses the Boussinesq approximation to 
account for buoyancy due to thermal gradients. In the 
experiment, a small vent forces cooler (22 °C) air into the room 
at a rate of 0.12 m/s. The jet impinges upon a stationary human 

Figure 7: Vortical structures (colored by velocity magnitude) and surface 
pressure distributions for Trial 1 (top:  initial; bottom: after 2.5 seconds of 
walking 

Figure 8: Vortical structures (colored by velocity magnitude) and surface 
pressure distributions for Trial 2 (top: initial; bottom: after 2.5 seconds of 
walking 

Figure 9: Snapshots of vortical structures generated by the interaction between 
the person and fabric model during an entry event. 
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standing in the center of the room and exits through an exhaust 
port in the ceiling. Experimental data consists of vertical 
velocity measurements above the head of the human. The 
updraft is induced by the combined effects of the vent system 
and the buoyant thermal plume of the human. In the 
calculations (performed on a mesh with ~4.4 million cells), the 
surface temperature of the human was set to 34 C, and the 
computations were continued for 540 s (2/3 of one air 
exchange time). Figures 5 shows X-Z slices of the 
instantaneous velocity and temperature distributions, while 
Figure 6 shows a prediction of the average vertical velocity 
induced above the head of the human.  

Another example involves flow over a moving human in a 
wind field. The avatar’s motion (a soldier) is obtained as a 
sequence of STL files from the 3DSmax® (Autodesk, Inc.) 
software package. Two sets of wind speeds and directions are 
considered. (Figure 7 - Trial 1 and Figure 8 - Trial 2) The top 
components of the figures show the initial wakes generated as 
the wind flows over the static body. The bottom components 

illustrate the wake development as the avatar reaches its 
maximum walking speed of 1 m/s.   

The IB method has also been loosely coupled with various 
structural response solvers.  In the example illustrated in Figure 
9, a computation of the avatar (a person in a HazMat suit) 
interacting with a flexible sheet with a slit is modeled off-line 
using LS-DYNA.  The output is a sequence of STL files for the 
moving avatar and the fabric. The immersed surfaces 
corresponding to the avatar are treated as closed bodies, while 
those corresponding to the fabric are treated as zero-thickness 
surfaces.  In the case of zero-thickness surfaces, there is no 
‘outside’ and ‘inside’, and the direction of the surface normal 
vectors is arbitrary.  This does not affect the calculation of 
properties within the band cells, but there are no interior cells 
to be classified for a thin body.   The properties of the fabric 
were chosen to mimic tent canvas. Figure 9 shows the response 
of the fabric motion and wakes induced by person and fabric 
interaction. The iso-surfaces represent vortical structures 
colored by the velocity magnitude.  The person’s impact forces 
the fabric pieces apart. Once he moves through, the fabric 
returns to its nominal position. LS-DYNA uses a penalty 
method to enforce the contact constraint between the avatar and 
flexible wall. This in effect places a stiff spring and an 
associated force between avatar and wall at any contact points. 
A scale factor is employed that determines the magnitude of the 
force. Too small a force results in interpenetration (and 
potential leaking flow) of the avatar through the wall, while too 
large a force results in numerical instability.  For a scale factor 
of 800 the enforcement of the contact constraint is near perfect 
with no penetration or instability observed. 
 
Moving Aerodynamic Surfaces 

One potential advantage of an IB method in aerodynamics 
is the ease in which it can be adapted to handle both general 
body motion and the relative motion of other components (such 
as slats or flaps) without the need for expensive re-gridding.  
Figure 10 (from McGowan et al. (19)) shows an example of the 
use of the IB technique in computing unsteady plunging 

Figure 10: Axial velocity comparisons at two phase angles within a plunge sequence (from McGowan et al. (19)) 

(a) 

(b) 

Figure 11: Snapshots of flow field generated by plunging motion of a 
rectangular wing; (a) 5 s-1swirl-strength iso-surface and (b) 0.4 m/s velocity 
magnitude iso-surface. 



 8 Copyright © 2010 by ASME 

Figure 12:  Snapshot of temperature contours with inset bleed plate:  shock / 
boundary layer interaction with bleed (from Ghosh et al. (20)) 

motion of an airfoil at a Reynolds number of 60000. The 
motion is sinusoidal, and the time-averaged results at different 
phase angles are compared with phase-locked PIV 

measurements and with results from the CFL3D flow solver, 
which used a body-fitted, moving grid approach.  Good 
agreement between the sets of results is indicated.  Snapshots 
of vortices induced during a 3-D finite-span simulation (aspect 
ratio = 2) at the same conditions (Figure 11) provides evidence 
of a complex merging of tip-generated vortices with those 
generated due to the plunging motion.  Vortical structures 
within the airfoil boundary layer have been blanked out to 
delineate the geometry more clearly. This simulation was 
performed on a mesh containing upwards of 14 million cells – 
the resolution increase being primarily due to the need to 
resolve the region of the flow affected by the wing’s motion in 
a nearly isotropic manner.   
 

Compressible-Flow Applications  
The IB method described herein has been used to 

investigate the effects of various types of devices used to 
control shock-wave / boundary layer interactions. Devices 
considered in these studies include micro vortex generators (9), 
arrays of bleed holes (20), and deformable meso-flaps (21).   
The primary advantages of an IB method in this scope include 
the ease in which different kinds of geometric devices can be 
embedded in the domain and their effects assessed, reduced 
resolution requirements near the control device (provided that 
the band-cell interpolations function as desired), and the 
possibility of incorporating aero-elastic effects without mesh 
adaptation. For some devices (e.g. bleed hole arrays), it is 
critical to ensure mass conservation in the band cells located 
just outside the immersed object.  In these cases, we replace the 
pressure interpolation to the surface with the direct solution of 
the continuity equation in the band cells.  Calculations of these 
high-speed flowfields have either used Reynolds-averaged 
turbulence modeling methods (Menter’s SST model (22)) or a 
hybrid large-eddy / Reynolds-averaged Navier-Stokes method 
(23). In both cases, the implementation of the IB for turbulent 
flow is as described in the Section “Band Cell Interpolation”   
Figure 12 (from Ghosh et al. (20)) shows an example of a 
calculation of an oblique shock / turbulent boundary layer 
interaction at Mach 2.75. The bleed array consists of 64 hollow 
cylinders along with the supporting flat-plate structure and is 
rendered as an immersed object in the computational domain.  
Instantaneous temperature contours of along the centerline are 
shown at a bleed-rate condition ½ of the maximum considered 
in the experimental study (24).  Time-averaged surface pressure 
distributions (Figure 13) are in good agreement with 
experimental data.  

CONCLUSIONS 
An immersed boundary method suitable for general flow 

simulations has been presented.  The model is grid-topology 
independent and is based on the decomposition of a 
computational domain into cells inside an immserd body 
(‘field’ cells), cells outside but adjacent to an immersed body 
(‘band’ cells), and cells far away from an immersed body 
(‘field’ cells).  Interpolation methods based on turbulent 
boundary layer theory are used to connect the flow solution in 
‘band’ cells to specified surface boundary conditions and to the 
solution of the Navier-Stokes equations in the field cells.  The 
approach differs from others in the literature in its use of 
power-law forms for the near surface velocity field,. This 
enables the method to mimic the energizing effect of a 
turbulent boundary layer without excessive near-surface 
resolution.  Results for a variety of compressible and 
incompressible flow problems involving both static and moving 
immersed object have been presented.  Current efforts are 
focused on resolving a particular issue with the method that 
relates to the need (in some cases) of enforcing rigorous mass 
conservation in all cells exterior to an embedded surface.  
While this can be easily accomplished by integrating the 

Figure 13: Wall temperature distributions for shock/boundary layer interaction 
with bleed. 
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continuity equation in band cells, the resulting pressure field is 
often oscillatory and in some cases, can corrupt the external 
flow solution.  Other research issues relate to the performance 
of the method for zero-thickness immersed surfaces.  While the 
current procedures extend easily to these situations, the 
performance of the model is not yet ideal, particularly for 
object motion in three dimensions.  
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