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ABSTRACT 
Understanding the complex interaction of droplet dynamics 

with mass transfer and chemical reactions is of fundamental 
importance in liquid-liquid extraction. High-fidelity numerical 
simulation of droplet dynamics with interfacial mass transfer is 
particularly challenging because the position of the interface 
between the fluids and the interface physics need to be 
predicted as part of the solution of the flow equations. In 
addition, the discontinuity in fluid density, viscosity and 
species concentration at the interface present additional 
numerical challenges. In this work, we extend our balanced-
force volume-tracking algorithm for modeling surface tension 
force (Francois et al., 2006) and we propose a global embedded 
interface formulation to model the interfacial conditions of an 
interface in thermodynamic equilibrium. To validate our 
formulation, we perform simulations of pure diffusion 
problems in one- and two-dimensions. Then we present two 
and three-dimensional simulations of a single droplet dynamics 
rising by buoyancy with mass transfer.  

 
INTRODUCTION 

Droplets dynamics with mass transfer is encountered in 
several industrial processes, as for example in liquid-liquid 
extraction. In liquid-liquid extraction, two immiscible fluids (an 
aqueous phase and an organic phase) are counter-currently 
contacted and mixed together and the extraction process takes 
place at the liquid-liquid interface. Understanding the interface 
dynamics, droplet interaction and extractant effect on droplet 

break-up and coalescence is very important as these small scale 
phenomena can significantly affect the overall flow and hence 
the extraction efficiency. High-fidelity simulation of droplets 
dynamics with mass transfer can play an important role in this 
understanding and also in the development of improved 
modeling terms for the multiphase flow formulation. Therefore, 
our goal is to develop accurate computational capabilities to 
simulate droplets dynamics relevant to liquid-liquid extraction.  

Despite the fact that substantial improvements have been 
made over the last two decades in computational methods for 
two-phase flow with interface tracking, it is still very 
challenging to accurately model interfacial flow, in particular, 
with mass transfer. To date, only a few computational methods 
have been reported to model droplet dynamics with mass 
transfer: body-fitted grid method (Mao et al., 2001), front-
tracking method (Koyonov et al, 2005 and Darmana et al., 
2006), level-set method (Yang and Mao, 2005), and volume-of-
fluid method (Davidson and Rudman 2002, Kroger et al. 2007, 
Onea et al. 2009). Among these studies only a few (Darmana et 
al, 2006 Yang and Mao 2005, Kroger et al. 2007, Onea et al. 
2009) have modeled the discontinuity in species concentration 
(non-unity distribution coefficient) and described their 
computational approach.  

In this work, we extend our own balanced-force volume 
tracking algorithm (Francois et al. 2006) to include species 
transport and diffusion and we propose a new formulation, “the 
global embedded interface formulation” to model the jump 
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conditions in species concentration at the interface. We then 
validate our computational formulation with several test cases. 
 
FLOW SOLVER 

Here, we consider the flow to be incompressible and 
isothermal and governed by a single set of mass and 
momentum conservation equations on a fixed grid. The 
interface between the fluids is not explicitly tracked but is 
represented by the volume fraction of each fluid. The volume 
fractions, f, are evolved with an advection equation. Here, we 
consider the case of two immiscible Newtonian fluids, denoted 
by subscripts 1 and 2. In computational cells occupied with 
fluid 1, f is unity, and in cells occupied with fluid 2, f is zero. 
For cells containing the interface bounding fluid 1 and 2, f lies 
between zero and unity. The volume fractions of fluid 1 and 2 
sum to unity in every computational cell.  

The governing equations for the fluid flow are the equation 
for the advection of the volume fraction f : 

 ;     (1) 

and the mass and momentum conservation equations: 

      (2) 

  

€ 

∂ ρ
 u ( )

∂t
+∇. ρ u  u ( ) = −∇P +∇. µ ∇

 u +∇T  u ( )( ) + ρ
 g +σκ ˆ n δ    (3) 

where ρ and µ are the fluid density and viscosity, respectively, 
defined as  

    (4) 

    (5) 

The expression for density in Eq. (4) results from mass 
conservation, whereas the expression for mixture viscosity in 
Eq. (5) is an approximation. The system of equation (Eq. 2-3) is 
solved using a pressure correction projection method as 
described in Francois et al. (2006) and the volume fraction 
advection equation (Eq. 1) is solved using the volume tracking 
algorithm (Rider and Kothe 1998). It consists of geometrically 
reconstructing piecewise linear interface planes (PLIC) to keep 
a sharp representation of the interface. 

Modeling the surface tension force in volume tracking 
methods is challenging, as the continuum surface force model 
(CSF) of Brackbill et al. (1992) is known to generate 
unphysical flow (“spurious current”) near the interface. In the 
CSF model, the surface tension force is expressed as a localized 
volumetric force,   

€ 

 
F CSF =σκ ˆ n δ , where δ is the delta function, κ 

is the interfacial curvature, σ is the surface tension coefficient 
and 

€ 

ˆ n  is the unit interfacial normal. Difficulties with the CSF 
model are due to inconsistent force balance discretization 
across the interface and inaccurate or non-convergent curvature 
estimates. To remediate the first issue, the balanced-force 

algorithm of Francois et al. (2006) has been designed to ensure 
exact discrete force balance between surface tension forces and 
the resulting pressure gradients. Combined with the second-
order accurate height function method (Francois et al. 2006) to 
estimate the interface curvature, the balanced-force volume 
tracking algorithm results in significant reduction of the 
spurious currents. 

 
SPECIES DIFFUSION AND TRANSPORT 

We consider two immiscible fluids in which a single 
solutal species is dissolved. Let 

€ 

R1 t( )  and 

€ 

R2 t( )  denote the 
disjoint regions occupied by fluid 1 and fluid 2 at time t. The 
governing equation for the species concentration in each fluid is 
the advection-diffusion conservation equation: 

  

€ 

∂Ci

∂t
+∇ ⋅ Ci

 u ( ) =∇ ⋅ Di ∇Ci( )( ) , in 

€ 

Ri  .  (6) 

At the liquid-liquid interface, we have continuity of the solute 
flux across the interface: 

€ 

D1
∂C1
∂n

= D2
∂C2

∂n
    (7) 

and at thermodynamic equilibrium, the species concentration 
on both sides of the interface can be discontinuous  

€ 

C2

C1
= m       (8) 

where m>0 a given constant is known as the distribution 
coefficient. It is important to observe that Eq. (6) are separate 
equations holding for each fluids in disjoint regions that are 
coupled through the interface conditions (Eq. 7 and 8).  
 

An equivalent global model. In order to solve the species 
transport with the interface conditions given in Eq. (7) and (8), 
we first need to derive an equivalent model. Let us define 

€ 

a x, t( ) =
1, x in R1
m, x in R2

 
 
 

   (9) 

and consider the problem 

  

€ 

∂aψ
∂t

+∇ ⋅ aψ u ( ) =∇ ⋅ aD ∇ψ( )( )  .  (10) 

where 

€ 

ψ x, t( )  is defined in the entire domain and 

€ 

D = Di  on 

€ 

Ri.  
If 

€ 

ψ  is a solution of (10) and we define  

€ 

Ci = aψ Ri
, i =1,2,    (11) 

then 

€ 

Ci  satisfies (6) and the conditions (7) and (8). Thus Eq. 
(10) can be viewed as a global advection-diffusion model 
equivalent to Eq. (6) that embeds the interface conditions 
implicitly within the solution. It is convenient to rewrite Eq. 
(10) as a coupled differential-algebraic system 
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€ 

∂C
∂t

+∇ ⋅ C u ( )+∇ ⋅
 
φ = 0     (12) 

  

€ 

 
φ = −aD∇ψ      (13) 

€ 

C = aψ       (14) 

for the fields 

€ 

ψ, C  and   

€ 

 
φ . Here 

€ 

ψ  and   

€ 

 
φ  are continuous across 

the interface and 

€ 

C  is discontinuous due to the discontinuity in 

€ 

aat the interface. 
In previous studies, the discontinuity in species 

concentration was treated by a transformation to make the 
concentration continuous across the interface (Yang and Mao 
(2001) used a transformation by 

€ 

m  and Kroger et al. (2007) 
and Onea et al (2009) a transformation by m in the gas phase), 
and by modifying the diffusion flux term near the interface 
(usually by locally modifying the diffusion coefficient). 
Darmana et al. (2006) introduced a volumetric source term near 
the interface using a delta function. Note that our approach is 
simpler as it is a global approach that does not need to 
introduce local modification as in the previous studies. 

 
Discretization of the global model and coupling to the 

fluid flow solver. The diffusion solver package PEDERNAL 
(Carlson et al. 2009) solves the system of equation (Eq. 12-14) 
using a local mimetic finite-difference scheme (see Morel et al. 
2001, for example). The fields 

€ 

ψ  and 

€ 

C  are approximated by 
cell-averages, and the flux   

€ 

 
φ  is approximated by normal 

component face-averages. Eq. (12) is discretized directly by 
integrating it over each computational cell. The advection term 
is calculated at the current time step by the flow solver and is 
treated as a source term. Eq. (13) is treated weakly by dotting it 
with test functions from the flux space and integrating. In the 
local formulation of the mimetic finite difference method, the 
fluxes can be eliminated by introducing face-based Lagrange 
multipliers that approximate the average of 

€ 

ψ  on the mesh 
faces, which relies on the assumed continuity of 

€ 

ψ . The 
algebraic equation Eq. (14) is interpreted cell-by-cell. For a 
single-material cell (that is a cell contained wholly in R1 and 
R2), the value of C is either 1 x or m x the value of 

€ 

ψ  on the 
cell, as appropriate. For a mixed cell, the multiple of 

€ 

ψ  is based 
on a volume fraction weighted combination of 1 and m. The 
resulting semi-discretized equations form a differential-
algebraic system for C and 

€ 

ψ  on cells and Lagrange multipliers 
on faces (

€ 

ψ  on faces) that is solved by the time integrator. The 
time discretization for the diffusion solver employs first and 
second order implicit BDF1 and BDF2 and uses the nonlinear 
Krylov method (Carlson and Miller 1998) to solve the resulting 
time step equations. The overall time step for the coupled 
system with the fluid flow is determined as the minimum of all 
the different physics-driven time steps (advection, diffusion, 
viscous or surface tension). 
 
 

RESULTS 
One-dimensional diffusion problem. To validate the 

species transport solver and the global model, we consider the 
diffusion problem in one-dimension. Initially, the concentration 
is constant equal to C0 in fluid 1 (x>0) and in fluid 2 (x<0) the 
species concentration is zero. The analytical solution for an 
infinite domain with the interface located at x=0 is given in 
Crank (1975) by:  

€ 

C1
C0

=
1

1+ m D2 D1
1+ m D2 D1erf

x
2 D1t

 

 
  

 

 
  

 
 
 

  

 
 
 

  
 (15) 

€ 

C2

C0

=
m

1+ m D2 D1
erfc

x
2 D2t

 

 
  

 

 
  
   (16) 

In our simulation, the computational domain is finite with 
no species flux at the end points. We first consider a domain of 
size [-1.5,1.5] with m=5 and D2/D1=1 and 128 cells. The 
species concentration profile is plotted in Figure 1 at an early 
time t=0.1 and compared to the analytical solution at early 
times before the diffusion boundary layer has reached the end 
of the computational domain. We find very good agreement 
between the computational results and the analytical solution. 
Our computations are able to capture the jump in the species 
concentration values. If the interface is located on a cell edge 
(i.e. the volume fraction in the cell just left of the interface is 1 
and in the cell just right of the interface the volume fraction is 
0), the discontinuity is captured accurately and is sharp. If the 
interface is located within a computational cell (i.e. the volume 
fraction is between 0 and 1), the results show an intermediate 
value, i.e. the discontinuity is spread over one cell. Next, we 
investigate the effect of the mesh resolution on the same test 
case. The species concentration profiles using 32, 64, 128, 256 
and 512 cells are plotted in Figure 2 at time t=0.1. This plot 
shows that our results converge to the analytical solution as the 
mesh is refined.  
 

 
Figure 1: Effect of the interface position within the mixed cell 
for the one-dimensional diffusion test case with distribution 
coefficient m=5 and D2/D1=1 at time t=0.1 with 128 cells. 
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The transient solutions for the species concentration 
profiles are plotted in Figure 3 and compared to the analytical 
solution for the same test case using 128 cells and a domain of 
[-3,3]. Our computational results are able to capture the 
transient evolution of the species concentration and resolve the 
discontinuity at the interface accurately. Next, we consider a 
test case with a distribution coefficient m=0.5 and a diffusivity 
ratio D2/D1=10. The species concentration profile is plotted at 
time t=0.1 in Figure 4. Again, the discontinuity in the species at 
the interface is captured sharply if the interface is located on a 
cell edge and is captured over one mesh cell is the interface is 
located within a computational cell. With this one-dimensional 
diffusion test case, we have verified that our global model 
formulation for the species transport captures correctly the 
discontinuity in species concentration at the interface.  

 

 
Figure 2: Mesh resolution effects for the one-dimensional 
diffusion test case with distribution coefficient m=5 and 
D2/D1=1 at time t=0.1 in a [-1.5,1.5] domain. The interface is 
located at the cell center. 
 

 
Figure 3: Transient solutions for the one-dimensional diffusion 
test case with distribution coefficient m=5 and D2/D1=1 at time 
t=0.1, 0.3, 0.5 and 0.7. Note that the analytical solution is for an 
infinite domain whereas the simulation domain is finite [-3,3] 
with no species flux at end points. The mesh size is 128 cells 
with the interface located at the cell center. 

Two-dimensional diffusion problem. We now consider 
the diffusion problem of a stationary drop in two-dimensions. 
Initially the species concentration inside the drop (fluid 1) is 1 
and the concentration outside the drop is zero. A circular drop 
of diameter 0.4 is centered in a square domain of length 1. We 
use two mesh sizes: 128x128 cells and 512x512 cells. The 
species concentration profiles for both meshes are plotted in 
Figure 5.  Our results using our global method for the species 
transport are found in agreement with the results of Onea et al. 
(2009). 

 

 
Figure 4: Effect of the interface position within the mixed cell 
for the one-dimensional diffusion test case with distribution 
coefficient m=0.5 and D2/D1=10 at time t=0.1 with 128 cells. 
 

 
Figure 5: Effect of mesh resolution on the species concentration 
profile along the y-direction at x=0 (mid-plane) for a stationary 
circular drop of diameter 0.4 with distribution coefficient m=5 
and D2/D1=10 at time t=0.001. The mesh sizes are 128x128 
cells and 512x512 cells. Initially the concentration in the drop 
is 1 and 0 outside. 
 

Coupled fluid flow and species transport problem: 
simulation of droplet rising by buoyancy. We perform 
simulations in two and three dimensions of a single droplet 
rising by buoyancy with single species diffusion. The droplet is 
initially circular in 2D (spherical in 3D) of diameter d = 0.4. 
The droplet is denoted by fluid 1 (subscript 1) and the other 



 5 Copyright © 2010 by ASME 

fluid by fluid 2. The fluid densities are  and 
. The fluid viscosities are the same for the two fluids 

. The surface tension coefficient is . 
The diffusion coefficients are the same for the two fluids 

. The computational domain is rectangular of 
dimension [-0.5,0.5]x[-1.5,1.5] in 2D and [-0.5,0.5]x[-
0.5,0.5]x[-1.5,1.5] in 3D. The mesh size is 64x192 in 2D and 
64x64x192 in 3D. The gravitational acceleration, g = 10, is 
acting downward (y-direction in 2D and z-direction in 3D). We 
define the reference velocity U by  

.     (17) 

The flow is characterized by a set of nondimensional numbers: 
-Reynolds number 

 , ;   (18) 

-Weber number 

 , ;   (19) 

-Peclet number 

 , .   (20) 

Initially, the drop center is located at y=-1.1 and the species 
concentration in the drop is uniform and equal to 1 and in the 
background fluid the species concentration is zero. The species 
concentration contours and drop shape are shown in Figure 6 at 
time t=0.4, 0.8 and 1.2 for m=1 (left column) and m=5 (right 
column). The droplet deforms to an ellipsoidal shape and 
reaches a constant terminal velocity (see Figure 9a) as expected 
for this regime (Re1=8, We1=0.22). A wake develops behind 
the droplet as illustrated in the streamlines plot in Figure 8a 
which affects the species concentration distribution. The result 
for the case m=1 is in agreement with previous numerical 
simulation results of Mao et al. (2001) using a body-fitted 
method for Peclet number of order 1000. The species 
concentration distribution in the droplet and behind the droplet 
is different for the two distribution coefficients investigated, 
with higher concentration at the trailing edge of the droplet for 
the case with m=5. The averaged droplet concentration and the 
mass transfer coefficient are plotted versus time in Figure 7.  

The mass transfer coefficient is calculated as: 

€ 

k t( ) =
Vd

AdΔt
C n +1 −C n( ) ,    (21) 

with Vd the droplet volume, Ad the droplet surface area and 

€ 

C n  
the averaged droplet concentration at time n. The droplet 
surface area Ad is calculated from the PLIC interface 
reconstruction at every time step.  
 

 
 

 
 

 
 
Figure 6: Species concentration contours and droplet shapes at 
time t=0.4, 08, and 1.2 for m=1 (left column) and m=5 (right 
column).  
 



 6 Copyright © 2010 by ASME 

 
(a) Droplet concentration versus time 

 

 
(b) Mass transfer coefficient versus time 

 
Figure 7: Effects of the distribution coefficient on (a) droplet 
concentration and (b) mass transfer coefficient. 
 

  
(a) Re=8  (b) Re=80 

 
Figure 8: Effects of Reynolds number on two-dimensional 
droplet dynamics and species concentration. Species 
concentration contours and droplet shape with streamtraces (on 
left half) in a reference frame moving with the droplet at time 
t=1.8. We=0.22 and Pe=1600. 

 
(a) Droplet velocity versus time 

 
(b) Droplet concentration versus time 

 

 
(c) Mass transfer coefficient versus time 

 
Figure 9: Effects of Reynolds number on (a) droplet rising 
velocity and (b) droplet concentration for We=0.22, Pe=1600. 
2D calculation, m=1. 
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Next, we perform a simulation for a higher Reynolds 
number (Re1=80) for same Weber and Peclet number as the 
previous case and for m=1. For this case, the droplet is in an 
oscillating regime as shown in the droplet velocity plot of 
Figure 9a. The species concentration contours for Re=80 are 
hence very different as shown in Figure 8b at time t=1.8 than 
for the case Re=8. The effects of the Reynolds number on the 
droplet velocity, droplet concentration and mass transfer 
coefficient versus time are shown in Figure 9. As expected, 
with a higher Reynolds number, the droplet concentration 
decreases faster than for the case with a lower Reynolds 
number (higher mass transfer for a higher Reynolds number). 
From the mass transfer coefficient one can compute the 
Sherwood number as 

€ 

Sh =
d
D
k  ,     (22) 

and correlate the Sherwood number divided by the square root 
of the Peclet number versus the Reynolds number. For our 
cases with Re=8 and Re=80, 

€ 

Sh Pe  is found in the range of 
the data shown in Koyonov et al. (2005) who used a front 
tracking method and compared with the experimental results of 
Redfield and Houghton (1965). 

Finally, the droplet shape and species concentration 
contours resulting from a three-dimensional simulation is 
shown in Figure 10. Note that the species concentration 
distribution is very different in three-dimension compared to 
the two dimensional simulations for the same fluid parameters. 
In the future, we will perform more simulation and analysis of 
three dimensional droplet dynamics. 

 
Figure 10. Droplet shape and concentration contours for 3D 
droplet simulation at t=0.8 in mid-plane. Re=8, We=0.22, 
Pe=1600, m=1. 

CONCLUSIONS AND FUTURE WORK 
We have presented a new formulation “the global 

embedded interface formulation” to model the discontinuity in 
the species concentration at an interface in thermodynamics 
equilibrium. The formulation is global in the sense that it does 
not require to locally modify the diffusion fluxes or add a 
volumetric source term near the interface as it was done in 
previous work. We have validated this new formulation for 
one- and two dimensional pure diffusion test cases. This 
embedded interface global formulation has been coupled to the 
balanced-force volume tracking algorithm to model interfacial 
flow with surface tension and mass transfer. Future work will 
include the development of new capabilities to model chemical 
reaction, soluto-capillary effects and surfactants within the 
balanced-force volume tracking algorithm framework. 

NOMENCLATURE 
 
1 = fluid 1 subscript 
2 = fluid 2 subscript 
 
δ = delta function 
κ = interface curvature 
µ = droplet dynamic viscosity 
ρ = droplet density 
σ = surface tension coefficient 
 
C = species concentration 
d  = droplet diameter 
D = diffusion coefficient 
f = volume fraction 

  

€ 

 g  = gravitational acceleration 
i = species index 
k = mass transfer coefficient 
m = distribution coefficient 

€ 

ˆ n  = unit interface normal 
P = total pressure 
Pe = Ud/D = Peclet number 
Re = ρUd/µ = Reynolds number 
Sh = dk/D = Sherwood number 
t = time 
  

€ 

 u  = fluid velocity 
U = reference velocity 
We=ρU2d/σ = Weber number 
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