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ABSTRACT
The treatment of uncertain interface positions in complex

simulations and the propagation of the latter uncertainty through
complex systems is an important issue. In this paper, we tackle
the characterization of perturbed interfaces between fluids thanks
to stochastic modelization and the propagation of the initial un-
certainty through the Euler system. The stochastic Euler system
is solved applying Polynomial Chaos theory through the Intru-
sive Polynomial Moment Method (IPMM), see [23]. Numerical
results are presented for several configurations of the uncertain
interface. The system presents an important sensitivity with re-
spect to the stochastic initially leading modes of the uncertain
interface.

INTRODUCTION
In this paper, we are interested in quantifying uncertainties

on interfaces between several materials: our motivation is Inertial
Fusion Confinment (ICF), see figure 1 and [13]. Being able to
treat uncertain interface positions in such complex simulations
is an important issue: ICF consists in heating and compressing a
fuel target in order to trigger nuclear fusion reactions. The energy
is delivered to the outer layer of the target by high energy beams
of laser light. The heated outer layer explodes outward and the
reaction force accelerates the target inward sending shock waves
to the center. If the set of shock wave is sufficiently powerful,
the heating and compression at the center of the target is such
that nuclear fusion reactions occur. The later description corre-

Ideal case In practice: several uncertainty sources

− ...

− Rough interfaces
− Non homogeneous Laser radiation

FIGURE 1. Stakes for Inertial Confinment Fusion.

sponds to the ideal case: in practice, the target (interface) is not
perfectly smooth and the Rayleigh-Taylor instabilities occuring
during the implosion can considerably change the shape of the
pellet. If it breaks before the temperature and pressure for ig-
nition are reached, the experience is down. This illustration is
representative of the stakes of the problem: experiences are per-
formed and datas are gathered in order to describe the statistics of
the perturbations of the interface between the fluids [12]. Given
those statistics, we want to propagate uncertainties to the flow.

In this paper, we tackle the problem of propagation of
the uncertainties through Euler equations due to initial inter-
face perturbations in stochastic Riemann problems and stochastic
Richtmyer-Meshkov (RM) like problems [12]. The uncertainty
propagation method used is presented in [23, 22] and is based on
an Intrusive1 generalized Polynomial Chaos (gPC) decomposi-
tion [35, 3, 28, 33, 37] adapted to systems of conservation laws

1The choice of an intrusive method is done according their potential for mod-
elization, see [22] for an illustration.1 Copyright c© 2010 by ASME
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[25, 26].
In section 1, we present the uncertainty propagation method

used to solve the Stochastic Partial Differential Equations
(SPDE) introduced by the latter modelization. Section 2 con-
cerns the discretization of the system resulting from the uncer-
tainty propagation method. The last part, section 3, presents nu-
merical results and physical interpretations.

0.1 Polynomial Chaos (PC) expansion
The resolution of stochastic hyperbolic systems of conser-

vation laws leads to the characterization of stochastic processes.
Their approximations, in this paper, are tackled through the ap-
plication of PC theory [35]: let (Hk)k∈N denote the normalized
one dimensional Hermite polynomials. Let (Ξi)i∈N denote a col-
lection of centered normalized gaussian rv. Then we denote
by (Ψm1,...,md )d>0,m1≥0,...,md≥0 the multidimensional normalized
Hermite polynomials obtained by tensorization of the (Hk)k∈N
taken in (Ξi)i∈N: we have ∀d > 0,m1 ≥ 0, ...,md ≥ 0,

Ψm1,...,md (Ξ1(ω), ...,Ξd(ω)) = Hm1(Ξ1(ω))...Hmd (Ξd(ω)).

The ensemble (Ψm1,...,md )d>0,m1≥0,...,md≥0 forms an orthonormal
basis of L2(Ω,F ,P), see [3]. The result is the following: let
(Fβ (ω))β∈I,ω∈Ω be a stochastic random process,

if
∫

ω∈Ω

F2
β
(ω)dP(ω) < ∞,∀β ∈ I, then

Fβ (ω) =

P=∞
m1,..,mP=∞

∑
P=1

m1,..,mP=0

Fm1,..,mP(β )Ψm1,..,mP(Ξ1(ω), ..,ΞP(ω)),

(1)
where2

Fm1,..,mP(β ) =
∫

ω∈Ω

Fβ (ω)Ψm1,..,mP (Ξ1(ω), ..,ΞP(ω))dP(ω).

Convergence is in the L2(Ω,F ,P)-sense and is exponential for
gaussian stochastic process. In the case of non gaussian stochas-
tic process, gPC is introduced ([33, 37]), in order to recover spec-
tral convergence3.

1 Uncertainty Propagation
In the following, we assume that the initial conditions for

our uncertain problem have been defined and characterized. We

2the coefficients (Fm1,..,mP (β ))P>0,m1≥0,..,mP≥0,β∈I are projection of F on the
multidimensional basis.

3the multidimensional orthornormal basis with respect to the tensorized prob-
ability measures of the random variables is used rather than Hermite polynomi-
als: for example, in the case of uniform variables, the associated gPC basis is a
tensorization of Legendre polynomials, see [37, 33] for more details.

are now interested in the propagation of the uncertainty through
Euler equations with intrusive gPC methods.

1.1 Intrusive gPC for uncertainty propagation
The classical4 gPC approach has been extensively applied to

uncertainty propagation problems such as stochastic elastic ma-
terials [8], finite deformations [2], heat conduction [32], incom-
pressible flows [38, 20, 17], transonic aerodynamics [27, 15, 4],
reacting flows and detonation [14], etc. Two variants are impor-
tant in practice:

the stochastic collocation implementation and spectral pro-
jection (non-intrusive) uses a deterministic code as a black-
box just as in Monte Carlo based method.
the stochastic Galerkin implementation (intrusive) requires
solving a new system.

An intrusive method will be considered in the following: it corre-
sponds to the stochastic equivalent of Finite Volume (FV) meth-
ods in the sense that we do not consider the solution at some
discrete points5 but rather integrals of it against components of
the basis.

1.2 Failure of sG-gPC for Systems of Conservation
Laws

Despite its application to a large range of domain, the clas-
sical6 intrusive gPC method7 is not satisfying when applied to
systems of conservation laws such as Euler system. The latter
system is non linear and might develop discontinuous solutions
which precisely corresponds to the weak points of sG-gPC, see
[16, 34, 1, 23, 22, 24]. The method is based on a linear Galerkin
projection of the system onto the gPC basis. This linear projec-
tion can trigger a loss of mathematical8 and physical9 properties
of the truncated system. Instead, we use a non linear Galerkin
projection, IPMM (cf. section 1.3), in order to preserve hyper-
bolicity of the truncated system.

1.3 Intrusive Polynomial Moment Method (IPMM)
IPMM is adapted to the resolution of non linear stochas-

tic systems of conservation laws, developing shocks and dis-
continuities such as Euler system. It is based on a non linear
Galerkin projection of the system enabling by construction the

4non adaptive, intrusive or non intrusive.
5the case of non intrusive methods would correspond to the stochastic equiv-

alent of Finite Differences: it considers punctual values of the solution.
6non adaptive.
7called stochastic Galerkin-generalized Polynomial Chaos (sG-gPC) in the

following.
8hyperbolicity, i.e. existence and stability with time of the solutions, see [22,

24].
9positiveness or boundedness of certain quantities such as mass density, pres-

sure, etc. [22, 23, 24].
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preservation of mathematical and physical properties of the sys-
tem [22, 23, 24]. Let’s apply IPMM to the monodimensional
Euler system 

∂tρ +∂xρu = 0,
∂tρu+∂x(ρu2 + p) = 0,
∂tρe+∂x(ρue+ pu) = 0,

(2)

where ρ is the mass density, u is the components of the veloc-
ity on the x-axis in cartesian coordinates such that x ∈ D ⊂ R,
e is the total energy density and p is the pressure of the fluid.
The system is closed by an equation of state: in this paper, we
consider perfect gas closures for which the pressure has the form
p = (γ − 1)ρε where ε = e− u2

2 is the specific internal energy.
The system (2) is hyperbolic if ε > 0.

1.3.1 The P−truncated Euler system Let’s denote
by U = (ρ,ρu,ρe)t ∈U = {(ρ,ρu,ρe)t : ε(ρ,ρu,ρe) > 0}. Us-
ing the equation of state, we introduce the following notations:

f (U) =


ρu

(ρu)2

ρ +(γ−1)
(

ρe− 1
2

(ρu)2

ρ

)
(ρu)(ρe)

ρ +(γ−1)ρu
ρ

(
ρe− 1

2
(ρu)2

ρ

)
 .

The Euler system (2) can then be rewritten in a more compact
form

∂tU +∂x f (U) = 0. (3)

Let’s suppose initial conditions and boundary conditions are
given10. We suppose the initial condition is uncertain, modeled
by a random vector Ξ ∈ RQ of independent components whose
probability density function (pdf) is given by11 PΞ. We denote
by (φk)k∈N the multidimensional gPC basis associated12 to PΞ.
Then the P−truncated system associated to (3) obtained by a
Galerkin projection on the gPC basis is given by

∂t

U0
...
UP

+∂x

 f0
...
fP

= 0, (4)

10These will be detailled in the numerical results section. We only suppose
here that the initial conditions and boundary conditions do not challenge the well-
posedness of the system, i.e. the system is hyperbolic for every realizations of
the rv modeling the uncertainties, almost surely.

11tensorization of the pdfs of the components of the random vector Ξ.
12i.e. tensorization of the 1-D polynomials orthonormal with respect to the

pdfs of the components of the random vector Ξ (gPC formalism, see [34]).

where ∀k ∈ {0, ...,P}:

Uk =
∫

UP
φkdPΞ,

fk =
∫

f (UP)φkdPΞ, with UP: closure to be defined.
(5)

In the case of sG-gPC, the closure of the system is done by con-
sidering

U ≈UP =
P

∑
k=0

Ukφk (sG-gPC), (6)

corresponding to a linear projection of the solution U on the gPC
basis. This closure fails to preserve the important properties of
the system mainly because of the apparition of discontinuous so-
lutions triggering Gibbs phenomenon, see [23, 22, 24]. In the fol-
lowing section, we present a closure consistent with the preserva-
tion of hyperbolicity of the P−truncated system. The closure is
based on the application of moment theory [10, 18, 19] to system
(4).

1.3.2 A consistent closure for Euler System Ap-
plying Moment theory to close the system consists in solving the
underdetermined inverse problem:

Find UP ∈ L2(Ω,F ,P) /

∫
UP

φ0dP = U0,

...,∫
UP

φkdP = Uk,

...,∫
UP

φPdP = UP,

(7)

where (φi)i∈{0,...,P} is the gPC
basis of L2(Ω,F ,P).

The distribution UP, solu-

tion of (7) is not unique: in Moment theory, one introduces the
closure (Shannon) entropy

η( f ) =
∫

f ln( f )dP. (8)

This results in a well posed moments problem: find UP as the
minimum of η under the constraints (7).

Let’s apply Moment theory to our system. Let θ be a strictly
convex functional of U . This function θ , the closure entropy, is
the main degree of freedom of IPMM. We close the system (4)
by finding the Lagrange multipliers (λk)k∈{0,...,P} minimizing the

3 Copyright c© 2010 by ASME



functional13

T (λ0, ..,λP) = −
∫

θ(UP(λ0, ..,λP))dP

+
P

∑
k=0

∫
UP(λ0, ..,λP)λkφkdP−

P

∑
k=0

Ukλk.
(9)

By performing some functional variations in T with respect to
UP, we obtain UP with the particular form14:

∇U θ(UP(λ0, ..,λP)) =
P

∑
k=0

λkφk or also

UP(λ0, ..,λP) = (∇U θ)−1

(
P

∑
k=0

λkφk

)
(IPMM).

(10)

Consequently, in the gPC formalism, IPMM consists in develop-
ing the new variable ∇U θ(UP(λ0, ...,λP)), called associate vari-
able, on the gPC basis rather than the main variable U . This
enables to close the system (4).

Let’s now work with different entropies:

If we choose θ(U) = U2

2 , then UP = (∇U θ)−1(λ ) = U : in
this case, the associate variable is the main variable U and
IPMM degenerates into sG-gPC.
Now consider the special case θ = s where s denote the
mathematical entropy15 of (3): the closure entropy is chosen
as the mathematical entropy of the studied system of con-
servation laws, here Euler system. Then ∇U s(U) = λ = V ,
called the entropic variable in the formalism of [19].

The latter case is particularly interesting: the entropic variable
has the property of symmetrizing the system of conservation
laws ensuring its hyperbolicity [25]. By developing this entropic
variable V on the gPC basis rather than the main variable U , we
ensure the construction of a hyperbolic P−truncated system.
The preservation of the physical properties is a corollary of
hyperbolicity, see [23, 24, 22].

Euler system has a strictly convex mathematical entropy16

given by (s,g) where

s(ρ,ρu,ρe) =−ρ ln
(

ρ
−γ

(
ρe− (ρu)2

2ρ

))
(11)

13minimization of θ under the constraints (7).
14The inversion of ∇uθ is possible as, by hypothesis, θ is strictly convex.
15By definition of the mathematical entropy, s is strictly convex, see [25].
16Actually, it exists several strictly convex mathematical entropies for Euler

system, see [25, 23], but we will only consider the following in this paper.

with its entropy flux

g(ρ,ρu,ρe) =
ρu
ρ

s(ρ,ρu,ρe) . (12)

Note that this mathematical entropy is the opposite of the physi-
cal entropy of Euler system.

We will use this mathematical entropy as a closure entropy
in the following so that hyperbolicity of the P−truncated Euler
system is ensured.

The entropic variable V = (v1,v2,v4)t associated to s is given
by

V (U) =



− ln
(

2(ρe)ρ−(ρu)2−(ρv)2

2ργ+1

)
+γ− (ρu)2 +(ρv)2

2ρ(ρe)− (ρu)2− (ρv)2

2ρ(ρu)
2ρ(ρe)− (ρu)2− (ρv)2

− 2ρ
2

2ρ(ρe)− (ρu)2− (ρv)2


, (13)

and the bijection V :−→U(V ) is given by

U(V ) =
exp 2v1 v4−2v4 ln(−v4)−2v4 γ−v2

2

2v4(γ−1)

−v2
v4

exp 2v1 v4−2v4 ln(−v4)−2v4 γ−v2
2

2v4(γ−1)
v2

2−2v4

2v2
4

exp 2v1 v4−2v4 ln(−v4)−2v4 γ−v2
2

2v4(γ−1)

 .
(14)

Note that the first component of V in (14) corresponds to the mass
density ρ: its positiveness is ensured by construction due to the
exponential form of ρ(V ). This still holds when V is developed
on a gPC basis.

Let’s develop V on the polynomial basis: we note

∀k ∈ {0, ...,P}, Vk =
∫

V φkdPΞ. (15)

The full system we solve is given by

∂t

U0(V0, ..,VP)
...

UP(V0, ..,VP)

 +∂x

 f0(V0, ..,VP)
...

fP(V0, ..,VP)

= 0, (16)

where U0, ...,UP, f0, ..., fP and h0, ...,hP are given by (5) with17

UP(V0, ...,VP) = U(∑P
k=0 Vkφk). Finally, V0, ...,VP is the vector of

17where V −→U(V ) is defined by (14).

4 Copyright c© 2010 by ASME



Lagrange multipliers minimizing the functional:

T (V0, ..,VP) = −
∫

s(UP(V0, ..,VP))dP

+
P

∑
k=0

∫
UP(V0, ..,VP)VkφkdP−

P

∑
k=0

UkVk,
(17)

where s is defined by (11). This system is hyperbolic.

2 Discretization of the P−truncated System of Con-
servation Laws (16)–(17)
In this section, we detail the discretization of system (16)–

(17). The first section concerns the numerical scheme used to
discretize (16). This step is common with the sG-gPC approach.
The second one deals with the discretization of closure (17). This
latter is composed of two main steps: the evaluation of the inte-
gral in (17) and the minimization algorithm.

2.1 Discretization of (16): FV scheme
The discretization of (16) is done thanks to a High-order 1-

D Lagrange + Remap FV scheme with directional splitting. The
different steps are developed in the next sections. For more de-
tails about FV schemes, we refer to [6].

2.1.1 1-D FV scheme We first describe 1-D FV
schemes. The extension in 2-D is done by directional splitting,
see [22]. In this section, we want to discretize the first part of the
splitted system (16)18

∂t

U0
...
UP

+∂x

 f0
...
fP

= 0. (18)

We define the control volume ]tn, tn+1[×]xi− 1
2
,xi+ 1

2
[, we

note ∆t = tn+1− tn and ∆xi = xi+ 1
2
− xi− 1

2
. In the following, we

suppose the 1-D physical space x ∈Dx is discretized in Nx finite
volumes. We define

Un
k,i =

1
∆xi

∫ x
i+ 1

2

x
i− 1

2

Uk(x, tn)dx, (19)

∀k ∈ {0, ...,P},∀i ∈ {1, ...,Nx}, (20)

and

f ∗k,i+ 1
2

=
1
∆t

∫ tn+1

tn
fk(xi+ 1

2
, t)dt, (21)

∀k ∈ {0, ...,P},∀i ∈ {1, ...,Nx}, (22)

18here, we drop the dependences with respect to V .

such that on the control volume ]tn, tn+1[×]xi− 1
2
,xi+ 1

2
[, (18) is

equivalent to

1
∆t

Un+1
0, j −Un

0, j
. . .

Un+1
P, j −Un

P, j

+
1

∆x j

 f ∗0, j+1/2− f ∗0, j−1/2
. . .

f ∗P, j+1/2− f ∗P, j−1/2

= 0,

(23)

Sofar, no approximation has been taken: i.e. the discretiza-
tion of (23) begins with the definition of the numerical fluxes
( f ∗

k,i+ 1
2
)k∈{0,...,P},i∈{1,...,Nx} and ( f ∗

k,i− 1
2
)k∈{0,...,P},i∈{1,...,Nx}.

The FV formulation is adapted to the kind of equation con-
sidered: conservativity of (Uk)k∈{0,...,P} on the domain Dx is en-
sured by construction and the definition of f ∗

k,i+ 1
2

is consistent

with the non linearity of the flux of system (18). The approach
considers means of the solution U on control volumes rather than
discrete values of it, which could not be defined due to the pres-
ence of discontinuities.

The full system (16) is solved thanks to directional splitting,
see [22]. It remains to describe the numerical scheme used in the
1-D phases of the directional splitting. Replacing the expressions
(5) in (21) gives

f ∗k, j+ 1
2

=
1
∆t

∫ tn+1

tn

∫
f

(
U

(
P

∑
i=0

Vi(x j+ 1
2
, t)φi

))
φkdPΞdt.

(24)

There exists several ways to discretize the flux f ∗
k,i+ 1

2
(Roe

scheme [22]...). In this paper, we use the Lagrange+Remap
scheme: its application relies on the fact that the FV formula-
tion commutes with the stochastic integrals with respect to PΞ.
Then, we have

f ∗
k, j+ 1

2
=
∫ 1

∆t

∫ tn+1

tn
f

(
U

(
P

∑
i=0

Vi(x j+ 1
2
, t)φi

))
dtφkdPΞ,

f ∗k, j+1/2 =
∫

f ∗j+1/2(Ξ)φk(Ξ)dPΞ.

The discretized system becomes


Un+1

0, j −Un
0, j

∆t
. . .

Un+1
P, j −Un

P, j
∆t

+



∫
f ∗j+ 1

2
φ0dPΞ−

∫
f ∗j− 1

2
φ0dPΞ

∆x j

. . .∫
f ∗j+ 1

2
φPdPΞ−

∫
f ∗j− 1

2
φPdPΞ

∆x j

= 0.

(25)

5 Copyright c© 2010 by ASME



The integrals in the flux are evaluated by standard numeri-
cal quadratures described in section 2.2. This procedure en-
ables to have the choice of the numerical scheme: in our case,(

f ∗j+1/2(ξl)
)

l∈{1,..,Nq}, the components of the flux evaluated at
the quadrature points are calculated using the Lagrange+Remap
scheme of arbitrary high-order based on the acoustic Godunov
solver. More details are given in [9, 22].

2.2 Discretization of the closure (17): robustness
condition

The discretization of the minimization algorithm requires
two steps: it first needs the use of numerical integration technics
to evaluate the hessian of the functional T . The second step
concerns the minimization algorithm used to close the system.

The discretization step enabling to obtain the moments of
the solution at time step n + 1 from moments of the solution at
time step n has been described in section 2.1. We here tackle
the step enabling to obtain the moments of the entropic variable
(vn+1

k,i )k∈{0,...,P},i∈{1,...,Nx} from the moments of the main variable
(un+1

k,i )k∈{0,...,P},i∈{1,...,Nx}: it consists in the minimization of the
following functional

T (vn+1
0,i , ...,vn+1

P,i ) =
∫

s∗
(

P

∑
k=0

vn+1
k,i

)
dPΞ

−
P

∑
k=0

〈
un+1

k,i ,vn+1
k,i

〉
,

(26)

in every cells i ∈ {1, ...,Nx}. In (26), the Legendre transform
s∗ of the entropy s has been introduced. The first step for the
determination of (vn+1

k,i )i∈{1,...,Nx} consists in discretizing the
integral in (26).

We first describe 1-D quadrature rules, then we will develop
on the multidimensional ones. For more details, we refer to [11]
and the references therein.

2.2.1 Discretization of functional T The last step of
IPMM consists in the minimization of the discretized version of
(26)

T (vn
0,i, ...,v

n
P,i)≈

T̃ (vn
0,i, ...,v

n
P,i) =

Nq

∑
l=1

s∗
(

P

∑
k=0

vn
k,iφk(ξl)

)
wl

−
P

∑
k=0

〈
un

k,i,v
n
k,i
〉
,

(27)

where (ξl)l∈{1,...,Nq} are the Nq points of the chosen quadrature
and (wl)l∈{1,...,Nq} the associated weights. For simplicity, we
drop the cell and time indices: the hessian of T̃ is given by

(28)

∇
2
V,V T̃ (v0, ...,vP) =

Nq

∑
l=1

wl∇
2
v,vs∗

(
P

∑
k=0

vkφk(ξl)

)
·Φ(ξl).

where

Φ(ξl) =

 φ0(ξl)φ0(ξl) ... φ0(ξl)φP(ξl)
... φi(ξl)φ j(ξl) ...

φP(ξl)φ0(ξl) ... φP(ξl)φP(ξl)

 . (29)

The discretized functional T̃ (27) has a minimum if matrix (28)
is definite positive. Let X = (x0, ...,xP)t ∈Rn×(P+1) be non zero,
then, denoting by19 ΠPm(ξl) = ∑

P
k=0 mkφk(ξl), we obtain:

〈
X ,∇2

V,V T̃ (v0, ...,vP)X
〉

n×(P+1)
=

Nq

∑
l=1

〈
Π

Px(ξl),∇2
v,vs∗

(
Π

Pv(ξl)
)

Π
Px(ξl)

〉
n wl ,

≥ min
l∈{1,...,Nq}
k∈{0,...,P}

λk
(
ΠPv(ξl)

)
×

Nq

∑
l=1

(
Π

Px(ξl)
)2

wl .

The hessian matrix of s∗ being, by definition20, definite positive,
we have

min
l∈{1,...,Nq}
k∈{0,...,P}

λk

(
P

∑
i=0

viφi(ξl)

)
> 0.

Consequently, the hessian matrix of T̃ is definite positive under
the condition

Nq

∑
l=1

(
P

∑
i=0

xiφi(ξl)

)2

wl > 0. (30)

This condition is satisfied in the case of fully tensorized quadra-
ture rule (indeed, all weights (wl)l∈{0,...,nq} are positive). In the
case of an isotropic sparse quadrature, those weights can be neg-
ative and trigger difficulties: it is nevertheless possible to show

19for m ∈ {x,v}.
20Legendre transform of a strictly convex function.
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that if (sufficient condition)

Nq

∑
l=1

φk(ξl)φt(ξl)wl = δk,t ,∀(k, t) ∈ {0, ...,P}2, (31)

then the discretized functional (27) is strictly convex and has a
unique minimum.

For a given truncature order P, it is possible to deduce a pri-
ori the level of the quadrature rule needed to satisfy the robust-
ness of the algorithm: the quadrature rule must integrate exactly
polynomials of degree 2P. For a Gauss quadrature for example,
P points would be enough.

2.2.2 Minimization algorithm for T̃ Let’s suppose
conditions (30) – (31) are satisfied:

The functional T̃ is consequently strictly convex, its mini-
mum is unique.
The mathematical entropy21 is given: the expression of
∇2

v,vs∗ is known analytically.

According to these hypothesis, we use a Newton algorithm to
minimize T̃ . The guess is given by the vector of moments of v
at the precedent time step. The conditions are satisfied to ensure
quadratic convergence of the Newton algorithm. The different
steps are described in table 1. The inversion of the hessian

Minimization of the str. convex T̃ (V ) = S∗(V )−
〈
Un+1

i ,V
〉
.

Newton



- V k →V k+1,

- V k+1 = V k−
(

∇2
V,V T̃ (V k)

)−1
∇V T̃ (V k),

- ||V k+1−V k||< εNewt = 10−13,

- with V n
i as guess.

TABLE 1. Newton algorithm.

matrix of T is exact (LU decomposition). The same choice is
done in [18]. The algorithm converges in 5 to 6 iterations for
a threshold of 10−13 and about 9 polynomial moments (similar
results as in [18]).

For computation needing a higher number of polynomial
moments (high stochastic dimensions and/or high polynomial or-
der) a conjugate gradient method is used. It enables to avoid the
matrix inversion of size n× (P+1), costful when P grows.

21which is also the closure entropy.

3 Numerical Results
In this section, we first describe two one dimensional test

cases (Sod and Richtmyer-Meshkov like, see subsections 3.0.3
and 3.0.4): these simplified problems enable to understand more
easily the dynamics of the more complex flows tackled after-
ward: for example, we give details on the velocity and pressure
for these test cases only and we focus on the mass density and
the interface between the fluids in the 2-D simulations22.

In the next subsections, we first describe the statistics of the
perturbed interface position before propagating the uncertainty
through the Euler system with IPMM. Numerical results are pre-
sented with physical interpretations.

3.0.3 Stochastic Riemann Problem: uncertain
Sod shock tube Let’s first consider a stochastic Riemann
problem. The uncertainty is carried on the interface position sep-
arating a light and a heavy fluid. The adiabatic coefficient of the
perfect gas closure is γ = 1.4 and the initial condition is given by


ρ(x,0,Ξ) =

{
1 if x≤ xinter f ace(Ξ),
0.125 else,

ρu(x,0,Ξ) = 0,

ρe(x,0,Ξ) =
{

2.5 if x≤ xinter f ace(Ξ),
0.25 else.

(32)

The interface position is modelized by uniform random variable
on [−1,1]:

xinter f ace(Ξ) = 0.5+0.05Ξ.

Remark 3.0.1. We recall that in practice, the code is intrusive
and is consequently initialized by computing the moments of the
main variable. The latter description of the initialization is more
compact.

For one realization of the random variable, we recall that the so-
lution consists in one shock, propagating in the light fluid (right
of the interface), one contact discontinuity and one rarefaction
fan in the heavy fluid.

Remark 3.0.2. Note that the sG-gPC method do not enable to
solve this problem: oscillations due to Gibbs phenomenon in the
uncertain domain foster negative mass densities (ΠPρ) in cer-
tain areas of the uncertain domain: this leads to a crash of the
numerical scheme.

22Indeed, u and p are continuous through the interface and do not give more
information.
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For early times of the simulations, the uncertainty is mainly
localized at the center of the domain. As time passes, three dis-
tinct regions are appearing. The variance is zero and the mean is
constant between these regions. The uncertainty on the contact
discontinuity and the shock advected. The distribution are sy-
metric and have the same amplitudes. The velocities of the waves
are not affected by the uncertain parameter for this test-case. The
behaviour of the statistic of the rarefaction fan is more complex.
The uncertainty seems to propagate in the left part of the curve
assymetrically: this change in the form of the distribution is a
consequence of the non linearity of the problem. Figure 2 shows
also the mean and variance of the velocity and the pressure of the
fluid at t = 0 and t = 0.14. The same remarks can be made about
the velocity and the pressure: the uncertainty is propagated be-
tween the shock wave and the rarefaction fan. Note that initially,
the uncertainty on the fluid velocity is zero on the whole domain
and becomes more and more important as time passes, especially
in the shock vicinity. The asymetry in the variance of the rarefac-
tion fan for the mass density is also visible on the variance of the
rarefaction fan in the pressure distribution. On the contrary, the
rarefaction fan for the velocity remains perfectly symetric as time
passes.

t = 0 t = 0.14

ρ

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
−0.02

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 0.2

x

Moyenne de ρ, t = 0
Variance de ρ, t = 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
−0.002

 0

 0.002

 0.004

 0.006

 0.008

 0.01

 0.012

 0.014

x

Moyenne de ρ, t = 0.14
Variance de ρ, t = 0.14

u

−1

−0.5

 0

 0.5

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
−1

−0.5

 0

 0.5

 1

x

Moyenne de u, t = 0
Variance de u, t = 0

−0.1

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 0.2

x

Moyenne de u, t = 0.14
Variance de u, t = 0.14

p

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
−0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

x

Moyenne de p, t = 0
Variance de p, t = 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
−0.005

 0

 0.005

 0.01

 0.015

 0.02

 0.025

x

Moyenne de p, t = 0.14
Variance de p, t = 0.14

FIGURE 2. Stochastic Riemann Problem whose initial conditions are
given by (32). The left column shows the initial conditions for the mean
and std of ρ,u, p. The right column shows the mean and std of ρ,u, p
at final time t = 0.14. The calculation has 200 cells, P = 20. A level 7
in the 1-D Clenshaw-Curtis rule is used for numerical integration. We
used a third order Lagrange+Remap scheme ([9]).

Figure 3 emphasizes the structure of the truncated system:
indeed, the truncated system (16) being hyperbolic, we know that

it has n×(P+1) = 3×(P+1) finite waves. The four figures rep-
resent the mean and variance of the mass density ρ at t = 0.14
for test-case (32), for two different polynomial orders P = 4 and
P = 20 and for two spatial discretizations, 200 and 500 cells. As
we refine in the physical space, some structures appear in the
vicinity of the shock wave. According to the truncation order,
these structures will be different: for a given P, there will be
P + 1 waves in the vicinity of the mean of the shock (also iden-
tifiable in the vicinity of the shock for the variance of the mass
density, velocity, pressure). The non truncated system has three
distinct eigenvalues u− c,u,u + c corresponding to the different
waves (shock, interface, rarefaction). Figure 3 leads to think that
the truncated system has P+1 rarefaction waves and P+1 shock
waves23 and wonder about the last wave24: the theoretical verifi-
cation of this postulat is hard to carry out and is beyond the scope
of the paper25. Note also that the same kind of phenomenon can
appear by applying non intrusive methods, it is briefly described
in the annexes of [22].
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FIGURE 3. Stochastic Riemann problem with initial conditions (32).
The computations has been made with 200 and 500 cells for P = 4 and
P = 20. Level 7 in the 1-D Clenshaw-Curtis rule is used for numerical
integration. The hyperbolic structure of the truncated system appears,
especially in the vicinity of the uncertain shock: P+1 waves. This con-
statation is indepedent of the intrusive spectral uncertainty propagation
method used, these waves are inherent to the considered truncated sys-
tem.

3.0.4 Richtmyer-Meshkov-like test-case (1-D
adaptated) Richtmyer-Meshkov (RM) test case is a two

232× (P+1) eigenvalues really nn linear cf. [25].
24which, on the contrary is only linearly degenerated, see [25].
25Indeed, in order to verify this hypothesis, computations on the eigenvalues

and eigenvectors are necessary. For the truncated Euler system (16) we consider,
the explicit analytical expressions of these are very difficult to obtain f orallP ∈
N and constitutes a very difficult problem. Note that this observation, to our
knowledge, has not been tackled in Moment theory papers/books.8 Copyright c© 2010 by ASME
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dimensional problem in which a shock propagating in a fluid
hits an non moving interface between a light and a heavy fluid.
When this interface is perturbed, hydrodynamical instabilities
are developping. The 1-D test case solved in this section
is inspired of the RM one. In 1-D spatial coordinates, the
perturbed interface is modeled by a random variable translating
the interface on the x-axe. The initial conditions are given by

ρ(x,0,Ξ) =


4, if x≤ xinter f ace(Ξ).
1, if xinter f ace(Ξ)≤ x≤ xshock.
2γ− γs+ s
2γ− γs− s , if x≥ xshock.

u(x,0,Ξ) =


0, if x≤ xinter f ace(Ξ).
0, if xinter f ace(Ξ)≤ x≤ xshock.

−
√

s(ρ−1)
ρ(1− s) , if x≥ xshock.

p(x,0,Ξ) =


1, if x≤ xinter f ace(Ξ).
1, if xinter f ace(Ξ)≤ x≤ xshock.

1
1− s , if x≥ xshock.

(33)

On the left hand side to the inteface, a heavy fluid is at rest. On
the right hand side, a shock is initialized at xshock = 0.7 in the
light fluid. For t > 0 the shock propagates toward the interface.
The coefficient s in (33) denotes the strength of the shock. In
practice, we take s = 0.5 and γ = 1.4. The uncertainty on the
interface is modeled by random variable: xinter f ace = 0.5+0.05Ξ

where Ξ is an uniform random variable on [−1,1]26.
For one realization of the random variable, the test case

presents two steps: the first one consists in the arrival of the
shock on the interface. The second one consists in the interaction
of the shock with the interface giving birth to two shock waves
propagating in both directions. The first wave is the transmitted
shock, in the heavy fluid, and the second is the reflected shock,
in the light fluid.

Figure 4 shows the mean and std of the mass density, veloc-
ity and pressure at times t = 0 and t = 0.34. Initially, only the
mass density is uncertain as on each side of the interface, pres-
sure and velocity are equals (cf. the ordinate axe on the right of
figure 4, the std at t = 0 of the velocity and pressure are zero ).

When the shock hits the uncertain interface, two waves ap-
pears and propagates in the light and heavy fluid: the uncertainty
is shared between the three waves corresponding to the mean/std
of the transmitted shock, the interface and the reflected shock
The uncertainty area in the vicinity of the interface is compressed
as the std of the mass density is more than doubled.

26W have given the initial conditions for the mass density, ve-
locity and pressure for this test case: in practice, the initialization
is done with the polynomial moments of the conservative variables,
ρ0, ...,ρP,(ρu)0, ...,(ρu)P,(ρe)0, ...,(ρe)P, but is not convenient for representa-
tion.

Remark 3.0.3. We have tested the sG-gPC method on this test
case: when the shock hits the interface, the sG-gPC code crashes
due to the appearance of Gibbs phenomenon. Indeed, the ampli-
tude of the contact discontinuity at this time is more than dou-
bled, and realizations of the mass density with sG-gPC are nega-
tive and the difficulties described in the precedent subsection (or
also in [23]) are encountered: note that in this test case, those
numerical difficulties appear dynamically during the computa-
tion and not at the initialization.

After the interaction shock-interface, the uncertainty is propa-
gated at the velocity and pressure of the fluid, in the vicinities of
the transmitted and reflected shocks. Further these areas, for this
test case, the std is zero.
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FIGURE 4. 1-D Richtmyer-Meshkov like problem whose initial con-
ditions are given by (33). The left column shows the initial conditions
for the mean and std of ρ,u, p. The right column shows the mean and
std of ρ,u, p at final time t = 0.34. The computation has 200 cells,
P = 20. A level 7 in the 1-D Clenshaw-Curtis rule is used for numerical
integration.

3.0.5 2-D Stochastic Riemann problem, axisym-
metric geometry The uncertainty is carried by the interface
position between the light and heavy fluid. In the following sub-
sections, we denote r =

√
x2 + y2. The adiabatic coefficient of

the considered perfect gas is γ = 1.4 and the initial conditions are
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given by 

ρ(x,y,0,Ξ) =
{

1 if r ≤ rinter f ace(Ξ)
0.125 elsewhere,

ρu(x,y,0,Ξ) = 0,
ρv(x,y,0,Ξ) = 0,

ρe(x,y,0,Ξ) =
{

2.5 if r ≤ rinter f ace(Ξ)
0.25 elsewhere.

(34)

These initial conditions are also recalled figure 5 (left). The
boundary conditions are of wall type on the left and bottom
boundaries of the simulation domain and of neutral type on the
two others.

The uncertain interface position is modeled by a uniform
random variable on [−1,1], on the sur radius rinter f ace(Ξ) = 0.7+
0.1Ξ. The std of rinter f ace(Ξ) is doubled in comparison with the
1-D problem (32).

For one realization of the random variable, we recall that the
solution consists in a shock propagating in the light fluid (right
of the interface) and a rarfaction fan in the heavy fluid (left of the
inteface) separated by a contact discontinuity (interface).
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FIGURE 5. Initial conditions for the stochastic Riemann problem,
given also by (34) and for the stochastic, also given by (35).

Figure 6 shows the initial conditions and the solution at final
time t = 0.24 for the mean and std of the mass density . Three
distinct waves are propagating their support is in fact in relation-
ship with the variability areas of the three waves of the determin-
istic system (shock, interface, rarefaction fan): the uncertainty is
more important in their vicinities.

Figure 7 shows the pdfs of the mass density at four points
of the physical domain, located in the variability domains of the
shock, the contact discontinuity, the floor between the interface
and the rarefaction and the rarefaction. For the two first posi-
tions (figure 7 top), the pdfs present two distinct modes corre-
sponding to the highest probabilities for the realizations of the
random variable ρ(x, t,Ξ): these modes correspond to the floors
of the shock (left) and of the interface (right). Note that the ax-
isymmetric 2-D Sof test case is different from the 1-D one as

the floors of the shock and interface are not constant: this is in
agreement with the fact that, for example on figure 7 left, the
mode near ρ = 0.34 is spread on the interval [0.3,0.4]. The same
remark can be made for figure 7 right: the spreading of the modes
on the histograms are physical. The pdfs shows that the random
variable ”mass density” tends toward a discrete random variable
in the vicinity of the discontinuities. Figure 7 bottom shows the
pdfs of the mass density at two other locations in the simulation
domain in which the solution is continuous: at these locations,
the random variable ”mass density” is a continuous random vari-
able.

Remark 3.0.4. Note that in the context of gPC [33], the latter
study tends to show that the chosen PC basis can not be optimal
in every cells and every times of the simulation: [31, 7] work
on time adaptive gPC method based on the search of the optimal
decomposition with time and space location.

Mean Variance

ρ
,t

=
0

ρ
,t

=
0.

24

FIGURE 6. Stochastic Riemann problem with initial conditions given
by (34). The left column shows the means of the mass density at times
t = 0 and t = 0.24, the right column shows the std of ρ at times t = 0
and t = 0.24. The computation has 200× 200 cells, P = 20. A level 7
in the 1-D Clenshaw-Curtis rule is used for numerical integration.

Figure 8 shows several moments of the mass density
(ρ1,ρ2,ρ3,ρ4,ρ10 and ρ20) with respect to x and y at time t =
0.24. The results are extracted from the same simulation as those
of figure 6. This figure shows how the increase in the polynomial
order affects the resolved statistic of the flow. For example, low
orders ensure a good resolution of the statistic of the rarefaction
fan (this is directly link with the smoothness of the determinis-
tic wave): the 10th moment do not contribute anymore for the
accuracy of the rarefaction fan (cf. figure 8 bottom left). The
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FIGURE 7. Stochastic Riemann problem with initial conditions given
by (34). The figure shows the pdfs of the mass density at four spa-
tial locations x = y = 0.1975 (top left), x = y = 0.3525 (top right),
x = y = 0.4575 (bottom left) and x = y = 0.6575 (bottom right) at time
t = 0.24. The pdfs are obtained from the numerical simulation of figure
6. For the two first positions (top pictures), two modes are identifiable
corresponding to the floors of the shock (left) and of the interface (right).

modes in the vicinity of the shock and interface are still repre-
sented for this moment ρ10. At order 20, see figure 8 bottom
right, the statistic of the contact discontinuity is completely re-
solved. In the following, the moments of the different quantities
will not be presentated anymore: the information given by those
will be implicitly contained in the std and pdfs results.

3.0.6 Stochastic Richtmyer-Meshkov problem,
axisymmetric geometry We are now interested in the
2-D space Richtmyer-Meshkov problem. A shock propagating
in a fluid hits an non moving interface between a light and a
heavy fluid. When this interface is perturbed, hydrodynamical
instabilities are developping. The perturbation of the interface,
for this first 2-D RM problem, is modeled by a random variable
translating the interface on the x axe. The initial conditions are

Polynomial Moments of mass density ρ at t = 0.24

ρ
1

ρ
2

ρ
3

ρ
4

ρ
10

ρ
20

FIGURE 8. Stochastic Riemann problem with initial conditions given
by (34). We show the moments of orders 1,2,3,4,10 and 20 of the
mass density ρ at time t = 0.24. The more the order is high, the finer
is the information brought to the statistic of the flow: the rarefaction
fan is resolved accurately for low orders. For example, moment ρ10 do
not contribute to the rarefaction fan statistic whereas the modes in the
vicinity of the shocks and interface are still represented until ρ20. Note
that once again, the interface and the shock have different behaviours
(as in figure 3 and its explanation) as the interface needs lower orders
for complete resolution.

given by

ρ(x,y,0,Ξ) =


4, if r ≤ rinter f ace(Ξ).
1, if rinter f ace(Ξ)≤ r ≤ rshock.
2γ− γs+ s
2γ− γs− s , if r ≥ rshock.

u(x,y,0,Ξ) =


0, if r ≤ rinter f ace(Ξ).
0, if rinter f ace(Ξ)≤ r ≤ rshock.

−1
2

√
s(ρ−1)
ρ(1− s) , if r ≥ rshock.

v(x,y,0,Ξ) =


0, if r ≤ rinter f ace(Ξ).
0, if rinter f ace(Ξ)≤ r ≤ rshock.

−1
2

√
s(ρ−1)
ρ(1− s) , if r ≥ rshock.

p(x,y,0,Ξ) =


1, if r ≤ rinter f ace(Ξ).
1, if rinter f ace(Ξ)≤ r ≤ rshock.

1
1− s , if r ≥ rshock.

(35)
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A shock is initialized at rshock = 0.7 in the light fluid. For t > 0
the shock propagates in the direction of the uncertain interface.
The coefficient s deontes the strength of the shock and is taken
s = 0.5 with γ = 1.4 in the simulations. The uncertainty on the
initial interface position is modeled by a random variable

rinter f ace(Ξ) = 0.5+0.1Ξ,

where Ξ is an uniform random variable on [−1,1]. Note that the
boundary conditions are the same as precedently (section 3.0.5).

Moyenne Variance

ρ
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ρ
,t

=
0.

54

FIGURE 9. 2-D Richtmyer-Meshkov problem with initial conditions
given by (35). The left column shows the means and std of the mass
density at t = 0 and t = 0.54, the right column shows the std of ρ at times
t = 0 and t = 0.54. The computation has 200×200 cells, P = 20. A level
7 in the 1-D Clenshaw-Curtis rule is used for numerical integration.

Figure 9 shows the means and std of the mass density at
times t = 0 and t = 0.54: the wall boundary conditions at the
bottom and left and the non zero initial components of the ve-
locity explain the loss of the radial symmetry. Figure 10 shows
the time evolution of the mean of the mass density and help un-
derstand the geometry of the flow: initially, the uncertainty is
carried by the mass density only (velocity and pressure are con-
stant through the interface) Two phenomena must be taken into
account in order to explain the final time geometry. These are
more easily observable on figure 10. The first consists in the re-
flection of the light fluid against the wall boundaries in amont of
the shock. This happens as soon as t > 0. The wall boundaries
then foster a compression of the fluids along the first diagonal
of the domain . The second phenomenon concerns the interac-
tion shock-interface, see the diagonal of the simulation domain

Time evolution of the mean of the mass density ρ
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FIGURE 10. 2-D Richtmyer-Meshkov problem with initial condi-
tions given by (35). The figures show the time evolution of the mean
of the mass density with respect to x and y. As soon as t > 0, the light
fluid in amont of the shock refects against the left and bottom walls. The
fluid is then compressed in the bottom left quarter of the domain, on the
diagonal of this quarter (cf. figure 9 bottom right).
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FIGURE 11. 2-D Richtmyer-Meshkov problem with initial condi-
tions given by (35). The figure shows the pdfs of the mass density at
two space locations, x = y = 0.1225 (left) and x = y = 0.3025 (right),
at time t = 0.54. The pdfs are extracted from the same computation as
those of figure 9. For these two space positions, two modes are identi-
fiable corresponding to the floors of the transmitted shock (left), and of
the interface (right).

where the shock wave hits the uncertain interface. This results in
three distinct aves linked to the three waves of the deterministic
system (transmitted shock, interface, reflected shock). At final
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time, figure 9, the transmitted shock (in the heavy fluid) reflected
against the wall boundaries but has not yet gone through the in-
terface. The mean mass density is more important in the bottom
left quarter of the domain, in particular on its diagonal.

For this test case, at final time, the uncertainty is concen-
trated at two locations of the simulation domain, in the area of
important mass density: the most uncertain point (more impor-
tant std), near the origin is in the variability area of the trans-
mitted shock interacting with the shocks coming from the wall
boundaries. The second most uncertaint point is located on the
interface: the increase of the std with time is due to the compres-
sion through the shock.

Figure 14 shows the pdfs of the mass density at space loca-
tion x = y = 0.1225 (left), in the variability area of the transmit-
ted shock and at x = y = 0.3025 (right), in the variability area of
the interface. For both picture, two modes appears correspond-
ing to the probable floors of the shock and contact discontinuity.
For this test-case, for one realization of the random variable ’in-
terface”, the floors on each side of the discontinuities are not
constant: the spreading of the modes is physical.

The precedent test-cases27 emphasize the fact that the nature
of the random variables of the different quantities can change
a lot with the time and locations in space. Let’s consider the
mass density: in the vicinity of discontinuities, the pdfs of the
random variables ρ(x,y, t,Ξ) for fixed x,y, t present two modes28

(cf. figures 7 and 14) testifying of the fact that ρ(x,y, t,Ξ) tensd
toward a discrete random variable29. At other space locations,
the pdfs of the same quantity can be smoother and ρ(x,y, t,Ξ) is
a continuous random variable.

3.1 Combination of the Riemann Problem and the RM
problem

The following problem combines the two precedent: it con-
sists in an uncertain Riemann problem considered for later times
than for problem of section 3.0.5. For early times, the problem
behaves exactly as the stochastic Riemann problem precedently
presented: an uncertain shock, an uncertain interface and an un-
certain rarefaction fan appear in the different fluids. For later
times, the uncertain shock focuses at the center of the domain
where it reaches wall type boundary conditions: the reflected un-
certain shock goes back toward the perturbed interface and goes
through it, which is presicely the configuration precedently pre-
sented (see section 3.0.6). As the uncertain shock hits the un-
certain interface, interface instabilities grows as the light fluid
pushes the heavy fluid.

Furthermore, for this last problem, we consider the uncer-
tain initial interface position is no longer modeled by a random
variable but by a stochastic process represented by its Karuhnen-

27initial conditions (34) and (35) and figures 6-8-7 and 9-10-14.
28Two Dirac masses corresponding to the floors of the shock and interface.
29or piecewise continuous as the floors are not constant, cf. [30].

Loève development, see [29, 21, 5]. In this paper, we consider
the particular stochastic process30: (Fβ )β∈[0, π

2 ] of mean µ , vari-
ance σ with covariance kernel

K(β ,ζ ) = e−
c
L |β−ζ |, (36)

where31 L = π

2 is the length of the simulation domain such that
its KL expansion is given by

Fβ = µ +σ

∞

∑
n=1

Ξn
√

λngn(β ), (37)

where where the basis (Ξi
n)i∈{1,2},n∈N are uniform random vari-

ables independent and identically distributed (i.i.d.) (same
choice as in [36] for example). The (λi,gi)i∈N are the eigenval-
ues and eigenvectors of the kernel (36): such a choice of kernel
enables dealing with quasi-analytical expressions of the eigen-
values and eigenvectors. Theses expressions are not recalled in
this paper, for more details see [28]. The correlation length is de-
noted by Lcorr = L

c . The covariance kernel (36) is homogeneous,
K(β ,ζ ) = K̃(β − ζ ). The behaviour of the the growth rate be-
tween two points directly depends on Lcorr. In practice, we need
to truncate the expansion (37):

Fβ (ω)≈ FQ
β

(ω) = µ +σ

Q

∑
n=1

Ξn(ω)
√

λngn(β ). (38)

The truncature order of the KL expansion is noted Q. It also
corresponds to the stochastic dimension.

We now consider an interface initially represented by the
stochastic process (38) with correlation length given by L

c ≈
1.5708

5 ≈ 0.3142. Figure 12 (left) shows the decrease of the
eigenvalues of FK

β
for Lcorr = 0.31 with respect to the trunca-

ture order Q: every modes of order lower than 10 are influent
on the development of FK

β
. Figure 12 (right) shows 30 paths of

the process for Q = 5, i.e. F5
β
−µ: each curve represents one

(normalized) path of the interface on [0, π

2 ].
Figure 13 presents the means and variances of the mass den-

sity for Q = 5 at several times. The solutions for t > 0 present
several differences in comparison with the precedent simulation
of section 3.0.5 testifying of the sensitivity of the solutions to
the interface perturbations: at time t = 0.185, for figure 13 (mid-
dle), the rarefaction fan presents three areas of strong variability.
These areas are more localized, less spread out for the second

30A more complete study of this kind of initialization will be tackled in further
publications.

31quarter of circle.
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FIGURE 12. The parameter Lcorr = 0.31 is fixed. The process is cen-
tered with β ∈ [0, π

2 ]. Left: decrease of the eigenvalues of the kernel
(36). Right: paths of the centered process and std (thick curve).

figure. The other waves are also affected: the variability areas
in the vicinity of the shock wave have an axial symmetry with
respect to the first bissectrice. The uncertainty on the interface is
less important than on the rarefaction fan or the shock, see figure
13 (middle): this is also the case at final time, on figure 13 (bot-
tom). At final time, figure 13, three realizations of the interface
positions are displayed: these show that finer scales are taken
into account through the uncertainty propagation methods.

The sensitivity of the system to small hydrodynamical insta-
bilities do not explain the complete behaviour of the solution of
figure 13: we are here experimenting the curse of dimensionality,
i.e. more stochastic dimensions are needed in order to accurately
represent the initial perturbed interface. On a uncertainty propa-
gation point of view, this implies an explosion of the number of
polynomial moments and size of the system to solve: this prob-
lem will be dealt with in further publications; in particular, we
will resort sparse quadratures in order to integrate the hessian of
the entropy during the computations.

Let’s now tackle the statistics of the mass density in the
vicinity of the interface for the final time, t = 0.74. Figure
14 (left) shows the pdfs of the mass density at the same time,
t = 0.74, and the same space locations, x = y = 0.3525 for sim-
ulations of sections 3.0.5 and 3.1 while figure 14 (right) shows
a cut along the first bissectrice (β = π

4 ) of one realization of the
random variable ρ(r, π

4 ,0.74,Ξ). For the reference solution (fig-
ure 14 (top) corresponding to Lcorr = ∞), the rv ρ(x,y, t,Ξ) be-
haves like a mixed discrete/continuous rv in the vicinity of the
interface position: indeed, the pdf shows one Dirac mass near
ρ ≈ 0.85 and has a continuous behaviour for 1.25 ≤ ρ ≤ 1.45.
For the realization of the rv of figure 15 (Lcorr = ∞), the interface
position is at r≈ 0.3: on the left of the discontinuity, the solution
has a floor (corresponding to the Dirac mass of the pdf). On the
right side of the discontinuity, the solution presents some steep
variation with respect to r explaining the right hand side of the
pdf (figure 14 Lcorr = ∞).

For the other correlation length (Lcorr = 0.31), the flow be-
haves differently: figure 14 (bottom) are very different from the

Mean Variance
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ρ
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18
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ρ
,t
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74

FIGURE 13. Stochastic Riemann Problem. The figure shows the
means and variances of the mass density at several times t = 0, t = 0.185
and t = 0.74 (spatial distributions). The interface is uncertain, repre-
sented by a KL expansion with Lcorr = 0.31, P = 2, Q = 5, σ = 0.08.

top ones as the pdf seems to behave more continuously. This
phenomena is explained by the presence of finer and finer scales
giving birth to more complex patterns in the realizations of the
interface positions: for finite correlation lengths, at final time
t = 0.74, hydrodynamical instabilities are developping for ev-
ery realizations of the rv; these fluid instabilities are interacting
with each other leading to shock reflections/transmissions in the
transverse direction to r affecting the mass density profiles in the
radial direction (figure 15).

Figure 15 shows four cuts along the first bissectrive of real-
izations of the random variable ρ(x,y,0.74,Ξ): the hydrodynam-
ical instabilities are occuring at t = 0.74 which affects the pdf
of the mass density x = y = 0.3525. Shock reflections lead to
the loss of the Dirac mass around ρ = 0.85, replaced by several
equiprobable values for 0.7 ≤ ρ ≤ 1.1. These are illustrated on
figure 15 by several oscillations occuring on the left side of the
discontinuity. The same phenomena affects the pdfs/realizations
of figures 14 – 15 for the lower correlation length (Lcorr = 0.31)
leading to continuous like behaviours of the pdfs/realizations in
figures 14/15.

The latter simulations tend to show the great sensitivity of
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for both problems.
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4 ) in function of the radius for the four precedent simula-
tions at time t = 0.74.

the flow with respect to the different scales: the finer the modes
of the stochastic process, the larger the size of the variance in
the vicinity of the interface (cf. figure 13 (bottom right) with the
amplitudes of the realizations of the hydrodynamical instabili-
ties). These results remind some of the features of transition of
incompressible fluids toward turbulence. This study constitutes
a first step in the investigation of this discipline through stochas-
tic modeling via Polynomial Chaos. A lot of work remains to
be done in this area: one would for example like to link the size
of the variability zone of the interface to the size of the turbulent
mixing zone of the fluids, or understand how the size of this zone
behaves with respect to the covariance kernel and the other pa-
rameters of the initialization. A deeper study of the IPMM model
for transition toward turbulence remains in the field of investiga-
tion and will be tackle in further publications as we here focused
on the uncertainty propagation method.

4 Conclusion
In this paper, we were interested in several uncertain shock

tubes. We have first studied the Sod shock tube (Riemann prob-
lem) then a Richtmyer-Meshkov problem and a combination of
both for the last simulation. We have proposed a numerical
method to propagate the uncertainty in the initial interface posi-
tion through a 2D Euler system. Finally, we have put forward the
effects of nonlinearities with respect to uncertainty: the area of
highest variability can be very localized with an explosion of the
uncertainty at some specific points of the simulation domain (see
section 3.0.4) or very spread out (see section 3.1) on the whole
domain with different behaviours (discrete or continuous random
variables) according to the kind of wave considered (shock, in-
terface, rarefaction).

The stochastic interface has been treated as random vari-
able first, then as a stochastic process. For the last simulation, a
Karhunen-Loève (spectral) development has been evaluated for
representing several the stochastic process with exponential ker-
nel. The KL development provides a powerful tool for stochastic
process representation thanks to linear combinaison of random
variables. A deeper study of initializations through stochastic
processes is under investigation and will be the point of further
publications.

An Intrusive Polynomial Chaos method has been studied and
applied in several stochastic dimensions so as to propagate the
uncertainty on the initially pertubed interface position. The ap-
proach reveals to be very robust and stable under some simple
conditions. This paper shows that these conditions can be easily
satisfied using fully tensorized quadrature rules.

On a physical point of view, the simulations of this paper
have emphasized the importance of the transversal effects on the
statistics of the interface position and the great sensitivity of the
flow with respect to the uncertain interface: the study of the influ-
ence of finer and finer modes in the perturbation of the interface
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through KL development is also under study and will be tackled
in further publications.
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[26] D. Serre. Systèmes Hyperboliques de Lois de Conservation,
partie II. Diderot, 1996. Paris.

[27] F. Simon, P. Guillen, P. Sagaut, and D. Lucor. A gPC based
approach to uncertain transonic aerodynamics. CMAME,
199:1091–1099, 2010.

[28] P. Spanos and R. G. Ghanem. Stochastic Finite Element
Expansion for Random Media. ASCE J. Eng. Mech.,
115(5):1035–1053, 1989.

[29] R. A. Todor and C. Schwab. Karhunen-Loève approxima-
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