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Argantha ël Berson
Fuel Cell Research Centre

Queen’s University
Kingston, Ontario, Canada
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ABSTRACT

The improvement of the thermal coupling between the stack
of a thermoacoustic refrigerator and the heat exchangers is nec-
essary to achieve high-efficiency and stable operation. Heat
transport by the thermoacoustic effect depends on both the ve-
locity and temperature fields. Inside the stack, it can be de-
scribed by the linear theory of thermoacoustics. However, de-
partures from linear behaviours are expected near the edges of
the stack and in the heat-exchangers due to the generation of
vorticity and temperature harmonics. The present work focuses
on the experimental characterization of temperature harmonics
near the edges of a thermoacoustic stack. Experiments are con-
ducted in an 18cm-long resonator operated with air at atmo-
spheric pressure at the resonance frequency of approximately
464Hz. Drive ratios up to 3%are achieved, which corresponds
to temperature oscillation amplitudes up to 2.5K. Temperature
measurements are performed using a novel procedure recently
proposed by Berson et al., Rev. Sci. Instrum. 81, 015102 (2010).
The instantaneous temperature is measured with a cold wire op-
erated by a Constant-Current Anemometer (CCA). In addition,
we record the output signal of the same wire, under the same
flow conditions – which is made possible by the periodicity of the

acoustic wave – and operated in the heated mode by a Constant-
Voltage Anemometer (CVA). During post-processing, the thermal
inertia of the cold wire operated with the CCA is corrected us-
ing the CVA signal. This procedure does not require any phys-
ical properties of the wire such as the diameter. In addition, it
does not require the knowledge of a heat-transfer/velocity rela-
tionship for the wire. This is all the most important for ther-
moacoustic systems since no such relationship is available in os-
cillating flows. Results validate the generation of temperature
harmonics near the stack edges. The spatial distributions of the
first and second harmonic amplitudes are compared with a one-
dimensional model. The model is an extension of an analytical
model from the literature [Gusev et al., J. of Sound and Vibration
235, (2000)] that takes into account axial conduction. Experi-
mental results show an excellent qualitative agreement with the
model and demonstrate the importance of axial conduction on
the nonlinear thermal field behind the stack.

NOMENCLATURE
cp specific heat of the fluid
cw specific heat of the wire material
dac acoustic displacement
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D diffusivity of the fluid
dw wire diameter
fosc fundamental frequency of acoustic oscillations
lw wire length
mw mass of the wire
MCCA time lag of the cold wire
P′ pressure fluctuations
Pe−1 inverse of the Ṕeclet number
R relaxation coefficient
RCCA resistance of the real wire
R∗

CCA resistance of the ideal wire
R0 cold resistance of the wire
rL resistance of the connection cable
t time
Ta temperature of the fluid
T0 reference temperature
Tm mean temperature of the fluid
T ′ temperature fluctuations
U velocity component normal to the wire
u′ velocity fluctuations
Vw voltage across the wire
x axial coordinate starting from the loudspeaker
x̃ axial coordinate starting from the closed end of the resonator
y, z transverse spatial coordinates
β thermal expansion coefficient of the fluid
θ normalized temperature fluctuations
θ1 normalized amplitude of temperature fluctuations atfosc

θ2 normalized amplitude of temperature fluctuations at 2fosc

ξ normalized position
ρ f fluid density
ρw density of the wire material
τ normalized time
τR relaxation time
χ temperature coefficient of resistivity for the wire material
ω angular frequency

INTRODUCTION
Thermoacoustic systems convert thermal energy into acous-

tic energy and vice-versa. In thermoacoustic refrigerators, the in-
teraction between a high-amplitude acoustic wave and a porous
medium (usually referred to as “stack”) creates a heat flux along
the porous medium. Thermoacoustic coolers have a simple ar-
chitecture with no moving part save for the driver, which makes
them robust, reliable and opens possibilities for low cost produc-
tion and miniaturization. In order to improve the performances
of such systems, it is necessary to improve the efficiency of each
of their components as well as the coupling between these com-
ponents. The problem of the coupling between the stack and the
heat-exchangers has been addressed recently numerically [1–3],
analytically [4–7] and experimentally [8], although the latter
study adresses aerodynamics only. Analytical models developed

by Gusev et al. [4, 5] and later extended by [6, 7] show that the
thermal field near the edge of the stack is nonlinear. Thermal
harmonics are generated near the end of the stack that affect the
transport of heat towards the heat-exchangers. Contrary to the re-
sults of the linear theory, these nonlinear models predict that the
enthalpy flux towards the heat exchanger is maximised when an
optimal gap is introduced between the two components. These
results were confirmed by numerical simulations [1–3] but, to
date, there is no experimental evidence of the nonlinearity of the
temperature field near the stack ends. The objective of this paper
is to provide such evidence.

First, we present a one-dimensional model that describes the
acoustic temperature field behind the stack. The model is an ex-
tension of the work by Gusev et al. [4, 5] that accounts for ax-
ial conduction. Indeed, we shall see that axial conduction has
a significant effect on the results. Second, we describe how the
measurements of temperature fluctuations behind the stack are
performed. We use a novel procedure that we developed recently
for the measurements of temperature fluctuations in oscillating
flows using cold wires [9]. The procedure relies on the unique
features of constant-voltage anemometers (CVA) that allows to
correct the thermal inertia of cold wires. Eventually, the experi-
mental results are compared with the model predictions.

Model
The problem is similar to the one addressed by Gusev et al.

[4]. Inside a thermoacoustic standing-wave refrigerator, the tem-
perature fluctuations inside the channels of the stack are given by
the following energy equation:

∂T ′

∂ t
+u′

∂T ′

∂x
=

βTm

ρ f cp

(

∂P′

∂ t
+u′

∂P′

∂x

)

+D

(

∂ 2T ′
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∂ 2T ′

∂y2 +
∂ 2T ′
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)

,

(1)
where the different notations are given in the nomenclature.

In order to obtain Eq.1, we neglect the effect of viscous stress on
the temperature field. Therefore, the flow is one-dimensional and
the model does not account for the vortices that appear behind the
stack edges [8, 10–14]. We also neglect the thermal dependency
of the thermophysical properties of the fluid and solid. However,
contrary to Gusev et al. [4], we do not neglect axial conduction.
Transverse heat transfer averaged over the channel cross section
is modeled by

D
∫∫

S

(

∂ 2T ′

∂y2 +
∂ 2T ′

∂z2

)

= D
∮

Π

h
kf

(T ′−T ′
s)dΠ, (2)

whereSandΠ are the surface area and perimeter of a chan-
nel cross section, respectively.h is the heat transfer coefficient
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andkf is the conductivity of the fluid.T ′
s are the temperature

fluctuations of the channel walls, which we neglect. Therefore,
we can introduce the relaxation timeτR

τR =
Skf

Πdh
. (3)

Observing that the second term of the right-hand side of Eq.1
is small compared to the first term, temperature fluctuations av-
eraged over the channel cross sectionSare given by:

∂T ′

∂ t
+u′

∂T ′

∂x
=

βTm

ρ f cp

∂P′

∂ t
−

T ′

τR
+D

∂ 2T ′

∂x2 , (4)

Eventually, Eq.4 is made nondimensional in a similar way
as in [4], which yields:

∂θ
∂τ

+sinτ
∂θ
∂ξ

= sinτ −
θ
R
+Pe−1 ∂ 2θ

∂ξ 2 . (5)

whereθ represents the temperature fluctuations normalized
by the adiabatic temperature fluctuations due to the acoustic
wave only,ξ is the distance normalized by the acoustic displace-
ment,τ is the time normalized by the acoustic fundamental fre-
quency,R= ωτR, andPe−1 = D/(ωd2

ac) is the inverse of the
Péclet number based on the acoustic displacement and the acous-
tic velocity.

Because of the addition of axial conduction, Eq.5 can
no longer be solved analytically. Therefore, we use a finite-
difference scheme in both time and space in order to obtain a
numerical solution for Eq.5. The computational domain ranges
from ξ =−4 toξ = 11. The stack is located atξ ≤ 0. Note that it
is not possible to measure the coefficientR so that we arbitrarily
setR= 1, which is the optimal regime for thermoacoustic per-
formances [4]. Forξ > 0, the fluid is only subject to the acoustic
wave and does not exchange temperature with its surroundings
so that the regime is adiabatic and we setR= 10000≈ ∞.

Measurements of temperature fluctuations behind the
stack
Experimental setup

The experimental setup is presented in Figure 1. The ther-
moacoustic system consists of a quarter-wavelength standing-
wave acoustic resonator, a stack of plates and sensors. The res-
onator is a 15-cm long straight cylindrical tube of diameter 3cm.
A 3-cm long exponential horn connects one end of the tube to

driver
camera

wire

stack

resonator

microphone

x= 0 x= Lres

x̃c = 37mm
x̃= 0x̃= Lres

FIGURE 1. Experimental setup.

the electrodynamic driver (GELEC EDM8760F). The other end
is closed. The driver generates acoustic pressure levels up to
3000Pa at the fundamental frequency offosc= 464Hz in air at
ambient temperature and atmospheric pressure. The acoustic
pressure is monitored by a 1/4 in. Bruel & Kjaer microphone
located at ˜x= 90mm from the closed end of the resonator.

The stack is made of parallel glass plates of thicknesse0 =
0.17mm, of lengthl = 18mm and separated by 2y0 = 0.41mm.
The total blockage ratio of the stack, including the support is
BR= 0.39. The hot side of the stack is located ˜xc = 37mm away
from the closed end of the resonator. In this configuration, a tem-
perature gradient of approximately 9Kdevelops along the stack
atPac = 3000Pa.

Temperature measurements are performed with a small
tungsten wire. The diameter of the wire is approximately 3µm
and its length is 3mm. The wire is mounted on a L-shaped probe
(Dantec 55P04). It is very important that the wire be mounted on
such a L-shaped probe in order to avoid interactions between the
fluid and the wire support during an acoustic cycle [6]. The cold
resistance of the wire isR0 = 24.9Ωand the resistance of the con-
nection cable isrL = 0.7Ω. The wire is inserted in the resonator
through a rubber membrane embedded in the end wall, which
ensures an adequate sealing. The distance between the wire and
the stack plates along the resonator axis is controlled with an ac-
curate linear stage and monitored with a camera equipped with a
zoom lens. The wire is set parallel to the stack plates and in front
of the shear layers developing along the plate surface.

Procedure for temperature measurements in oscillat-
ing flows using cold wires

For the measurements of temperature fluctuations behind the
stack, we follow the procedure we previously developed and val-
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idated in [9]. To our knowledge, this is the only procedure avail-
able that allows the accurate measurements of temperature fluc-
tuations in oscillating flows using cold wires. In the following,
we briefly summarize this procedure. More details can be found
in [9].

When operated in the constant-current mode (CCA) with a
very low overheat, the resistance of the thin metallic wire de-
scribed in the previous section varies with the temperature of the
surrounding fluid:

Ta(t)−T0 =
R∗

CCA(t)−R0

R0χ
, (6)

whereR∗
CCA(t) is the resistance of an ideal wire, i.e. a wire

without thermal inertia. Indeed, the wire resistance does not re-
spond instantaneously to a change in the fluid temperature. The
resistanceRCCA(t) of the real wire is related to the resistance of
the ideal wire by the following equation

MCCA(t)
dRCCA(t)

dt
+RCCA(t) = R∗

CCA(t), (7)

whereMCCA(t) is the time lag of the cold wire, which is
given by:

MCCA(t) =
mwcw

χR0

1
f [U(t)]

. (8)

MCCA(t) can be separated into two terms. The first one
mwcw/χR0 depends on the wire properties and the second one
is a function of the flow velocity 1/f [U(t)].

The first term of the time lag,mwcw/χR0, is straightfor-
wardly obtained by using the square-wave test circuit embedded
in the CVA units from Tao Systems [15,16]. The procedure is de-
scribed in more details in [9,17]. Note that it does not require to
know the thermophysical and geometrical properties of the wire,
which is very convenient since the wire diameter for instance al-
ways differs from the specifications of the manufacturer.

The second term of the time lag, 1/f [U(t)], depends on the
flow velocity and, hence, it is time dependent. IfMCCA(t) fluc-
tuates, the wire no longer behaves as a first-order system. This
is the case in an oscillating flow. It becomes nonlinear and Eq.7
generates higher harmonics in the measured signalRCCA(t) that
are not present in the excitation signalR∗

CCA(t) [18]. Therefore it
is necessary to measure accurately 1/f [U(t)]. To do so, the same
wire is operated in the heated mode so that it becomes sensitive
to the amount of heat convected away from the hot wire by the

fluid flow, which usually allows to calculate the instantaneous
fluid velocity. In the acoustic wave, because the flow changes
direction during an acoustic cycle, no relationship between the
convective flux and the velocity is available [6,19]. It is not pos-
sible to measure the velocity but we demonstrated that the CVA
gives f [U(t)] directly [9, 17]. The procedure does not require
any calibration in velocity and, in addition, it corrects for all the
nonlinearities of the CVA in the hot-wire mode.

We perform measurements in the cold-wire and hot-wire
modes alternately, the measurements being synchronized with
the output signal of the monitoring microphone. Cold-wire mea-
surements are performed with the temperature module of a Dan-
tec Streamline 90C20 anemometer. The intensity of the current
flowing through the wire is maintained constant by the anemome-
ter toICCA= 0.1mA. Hot-wire measurements are performed with
a CVA, model VC01 from Tao Systems, maintaining a constant
voltageVw = 910mV across the wire. More details about the
electronics and the parameters of the anemometers are given
in [9]. During post-processing, Eq.7 is solved numerically us-
ing MCCA(t) that is computed from CVA measurements, and the
instantaneous temperature of the fluid is deduced from the resis-
tance of the ideal wire using Eq.6 or a calibration curve.

Results
Figures 2 and 3 show the spatial distributions of the am-

plitudes of temperature fluctuations behind the stack at the fun-
damental frequency and twice the fundamental frequency, re-
spectively. Measurements were performed at three different
pressure levels:Pac = 1000, 2000 and 3000Pa. The coeffi-
cientsPe−1 corresponding to these pressure levels are:Pe−1 =
16.3×10−3,3.8×10−3 and 1.9×10−3 respectively. They were
calculated usingD = 2.2× 10−5m2.s−1 as the diffusivity coef-
ficient of air. We also plotted the results obtained with the ana-
lytical model by Gusev et al. [4], which corresponds to the case
Pe−1 = 0 (no conduction), as a reference.

We first look at the results from the model, in order to as-
sess the effect of axial conduction on the thermal field behind the
stack. Harmonics are generated due to the change in transverse-
heat-transfer regime between the two regions of the domain. The
analytical model, in which axial conduction is neglected, pre-
dicts that the thermal field is nonlinear up toξ = 2 away from
the stack edge. Indeed, a fluid particle driven by the acoustic
wave oscillates with an amplitude of 2dac. As we can see on
Fig. 4, only the fluid particles with their rightmost position lo-
cated closer than 2dac from the stack end interact with the stack
plates so that locations forξ ≥ 2 are never “visited” by a parti-
cle that interacts with the stack. Adding axial conduction to the
model extends the size of the perturbated region behind the stack
beyondξ = 2. The greater the coefficientPe−1, the further the
perturbated region extends.
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FIGURE 2. Amplitudes of temperature fluctuations behind the stack at the fundamental frequency. Top: measurements. Bottom: model. Relaxation
parameter in the stack used in the modelR= 1. The stack end is located atξ = 0.
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Relaxation parameter in the stack used in the modelR= 1. The stack end is located atξ = 0.
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FIGURE 4. Position and temperature of three fluid particles during an
acoustic cycle. The leftmost particle spends the entire acoustic cycle in-
side the stack (R= 1). The rightmost particle spends the entire acoustic
cycle outside the stack (R= ∞). The middle particle crosses the edge of
the stack. Axial conduction is neglected,Pe−1 = 0.

The analytical model shows thatθ1 reaches a maximum at
aboutξ = 1.4 before going down toθ1 = 1 at ξ = 2 (Figure 2,
bottom). Axial conduction shifts the position of the maximum
away from the stack and, as already mentioned, extends the zone
whereθ1 > 1 beyondξ = 2. The maximum also decreases as
Pe−1 increases, which flattens the spatial distribution.

The effect of axial conduction onθ2 is similar. According
to the analytical model, there are two maxima ofθ2 behind the
stack located at approximatelyξ = 0.3 etξ = 1.7 (Figure 3, bot-
tom). The first peak is larger than the second one. Again, axial
conduction shifts the perturbation away from the stack and be-
yond ξ = 2. IncreasingPe−1 decreases the amplitude of both
peaks, the second one being more affected. ForPe−1 = 0.0163,
the second peak is hardly distinguishable.

We do not expect our model to compare quantitatively well
with the experimental results mostly because the relaxation coef-
ficient, which is a key parameter of the model, is not known and
has been chosen arbitrarily. However, we see in Figures 2 and
3 that the measured amplitudes of the peaks for both harmon-
ics are within the same range as the model predictions. More
importantly, the qualitative agreement is excellent. The experi-
mental results presented in Figure 2 (top) show the same trend
as the model, i.e. a maximum of amplitude is observed, which
decreases and is shifted away from the stack when the acoustic
pressure decreases. Far from the stack, temperature fluctuations
are no longer perturbated and follow an adiabatic cycle (θ1 = 1).
Figure 3 (top) also demonstrates that the measured amplitudes of

the second harmonic follow the trends predicted by the model.
As the acoustic pressure decreases, i.e. axial conduction be-
comes more important, the two peaks decrease, the second one
being more affected than the first and extending beyondξ = 2.

Conclusion
We have developed a one-dimensional model that captures

the nonlinear temperature fluctuations behind the stack of a ther-
moacoustic refrigerator. Unlike previous studies, the model in-
cludes axial conduction, which is seen to affect the tempera-
ture profiles significantly. In parallel, we have performed cold-
wire measurements of the temperature harmonics generated be-
hind the stack. We have used a procedure recently developed
by us, which relies on the unique features of constant-voltage
anemometers to correct the thermal inertia of cold wires and is
the only way, to our knowledge, to perform accurate temperature
measurements in an oscillating flow using cold wires. The ex-
perimental results are in excellent qualitative agreement with the
measurements.
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