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ABSTRACT 
 
 During crystallization processes the control and effective 

distribution of heat transfer from the heat exchanger to the 
solution plays an important role. The turbulent flow field and 
the temperature variations in the solution determine the local 
supersaturation profiles and the spatial particle distribution. 
Thus they have a strong impact on the final product quality, 
production capacity and efficiency of the process.  

In this sense, a sensor able to determine in situ the local 
process variables to get better insight in the process behavior, 
would be required. The recently proposed Smart moving 
Process Environment Actuators and Sensors (Smart PEAS) is a 
promising initiative to achieve a more efficient process control. 
In this PEAS system a network of floating sensors is integrated 
using Ultra Wide Band (UWB) wireless technology to form a 
monitoring and control system 

As a first phase in the development of the Smart PEAS, the 
research is focused on the accurate measurements of the flow 
field and local temperature distribution in a reactor.  

The hydrodynamics of the Smart PEAS are very important 
to achieve the necessary accurate process information. In order 
to determine the hydrodynamic characteristics of the Smart 
PEAS and to validate and compare the obtained results, 
laternative non intrusive techniques are used to investigate them 
in this work.  

Microencapsulated liquid crystals are used as a 
measurement technique to study the local temperature and flow 
field in a heat exchanger crystallizer geometry. To measure the 
3D flow and temperature fields the microencapsulated liquid 
crystals are recorded in a sheet of light plane inside the 
crystallizer by two digital color cameras in a stereoscopic 
position. The images of the liquid crystals are correlated to 
obtain the three velocity components (3C), while from the 
colors of the microencapsulated liquid crystals the local 
temperature can be deduced after appropriate calibration.  

Parallel experiments are done to investigate the three 
dimensional trajectories of different sensor geometries in the 
equipment by direct visualization of the sensors.  

Computational fluid dynamics simulations are performed to 
calculate the flow field, temperature distribution and sensor 
trajectories. The results are compared with the experimental 
results for validation.  

The validation of the computational simulation results with 
the experiments gave the necessary confidence to predict flow 
fields in new crystallizer designs.  

On the basis of the analysis the Smart PEAS sensor design 
and the reliability of the measurements obtained can be 
compared and implemented.  
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INTRODUCTION 
 
     In a large number of crystallization processes from 

solution or from the melt, the supersaturation is achieved by the 
action of heat exchangers. In industrial continuous 
crystallization processes, where liquid is constantly fed into the 
crystallizer, this results in supersaturation profiles close to the 
heat exchanger (HEX) wall and around the feed points. 
Especially in large scale equipment these profiles in the process 
conditions severely affect the product quality and process 
performance and are difficult to avoid or to control due to the 
lack of process knowledge and adequate measurement 
techniques. Current measurement and control methods are 
based on measurements at a single or a few fixed positions and 
therefore provide insufficient information. 

The use of smart moving process environment actuators 
and sensors (PEAS) inside the process equipment can provide a 
solution to obtain accurate three-dimensional profiling of these 
process parameters. To realize this, the smart floating sensors 
will be equipped with ultra wideband (UWB) wireless 
transceivers for communication and localization.  

With this local information obtained from the process 
equipment, unwanted temperature or flow distributions can be 
easily detected and controlled. Moreover this information can 
give additional information to improve the design of the 
equipment.  

In order to validate the floating sensor concept and to 
estimate the accuracy of the measurements by the PEAS 
alternative, non intrusive methods will be used. In this paper we 
will focus on the modeling and experimental validation of the 
two main responsible factors to control the local supersaturation 
in cooling crystallizers, circulation flow and temperature. 

As an example crystallizer for these studies a scraped heat 
exchanger crystallizer with a scraped flat bottomed cooling 
surface was used. This crystallizer was specially designed to 
investigate ice scale formation from an aqueous electrolyte 
solution by Vaessen et al. 1 and Pronk et al. 2 during cooling and 
eutectic freeze crystallization. 

As a non intrusive technique to measure the flow field in 
the crystallizer Particle Image Velocimetry (PIV) is perfectly 
suitable and even more so when the used tracer particles are 
microencapsulated liquid crystals that at the same time give 
information of the local velocities and temperatures. 

Several reviews on the topic of liquid crystal thermometry 
has been produced 3-12, and an extensive information on digital 
particle image thermometry velocimetry methodology (DPIT/V) 
can be found in the review by Dana Dabiri13 that includes a 
background on liquid crystals and color theory, a discussion of 
experimental setup parameters, a description of the 
methodology’s most recent advances and processing methods 
affecting temperature measurements, and an explanation of its 
various implementations and applications. 

Applications of liquid crystal thermometry have been 
investigated in stirred vessels by LEE and YIANNESKIS14 and 
Wang15-17. 

On the study of our crystallizer temperature and flow fields 
3C-DPIV/T will be used. DPIT/V is relatively new, its 
applications and implementations are few. In developing the 
scanning DPIT/V method, Fujisawa and Funatani18 have 
mapped a three-dimensional turbulent thermal convection flow 
field. Towards this end, they were able to map the resulting 
plume structures within the flow field. In combining this 
technique with stereo DPIV, Fujisawa et al.19,20 have further 
mapped the development of plume structures within a three-
dimensional turbulent thermal convection flow field. Fujisawa 
et al.21 have also investigated the spokes structures of unsteady 
non penetrative turbulent thermal convection within a horizontal 
fluid layer.  

One of the characteristics of the Smart PEAS sensors is 
their UWB communication with each other and with fixed 
beacons which allows the localization of the sensors. To 
validate this localization of the sensors inside the reactor, 3D 
particle image tracking is used.  

Multiphase visualization to investigate the degree of 
disturbance inside the flow field is also performed.  

These experimental validations of the Smart PEAS sensor 
are compared with a home written computational fluid 
dynamics code based in Lattice Boltzmann scheme. In this case 
the validation of the CFD code will allow us in further stage of 
the Smart PEAS sensor to (based in its experimental results) 
implement and develop new crystallizers or industrial process 
equipment. 

 
SMART PEAS HYDRODYNAMIC GEOMETRY 

 
The accuracy of the monitoring of the process parameters 

with the floating Smart PEAS will not only depend on the 
accuracy of the local measurement by the sensor but also on the 
accuracy of the positioning as well as on the flow characteristics 
in the process equipment. The hydrodynamic design 
characteristics of the sensors will determine for example how 
often and under what conditions the sensor will visit a particular 
part of the process equipment, being able to choose a particular 
area based on how relevant this information is for the process.  

Thus to design the sensor hydrodynamic geometry, the flow 
characteristics should more or less be known a priori. Based on 
the physical flow field characteristics the geometry and the 
density distribution of the Smart PEAS sensor can be tuned to 
investigate specific areas inside the equipment. As an example 
of common requirement it will be that the sensor actually travels 
around all the equipment with a minimal disturbance, following 
the flow inside the equipment and not colliding with hardware 
such as impellers or walls. For this configuration the most 
appropriated geometry is a sphere with uniform density 
distribution due to its total symmetry. To impose that the 
particles follow the flow and do not collide with the hardware 
the Stokes number for the particles at the particular 
configuration must be lower than 1. Other cases where specific 
areas will be investigated will require different geometries and 
density distributions. 



 3 Copyright © 2010 by ASME 

Another aspect of the smart PEAS sensors that needs 
validation is the position of the sensors as function of the time.. 
The real sensor UWB based localization algorithm will consist 
in a two-step procedure. To localize a sensor in a sensor 
network, first the mutual distances between sensors will be 
computed. Secondly the sensor positions are estimated 
according to the range information obtained in the first step22. 

To validate and obtain the relative accuracy of the system  
3D image particle tracking is used. The experimental setup 
consisted of a cylindrical baffled vessel stirred with a rushton 
turbine, and provided with a heat exchanger on  the bottom. The 
vessel is placed inside a glass cube filled with liquid to 
minimize optical disturbances. The sketch with distances in cm 
is shown in Fig.1.  

   
Figure 1. cylindrical, baffled vessel stirred with a rushton 

turbine in a glass cube filled with liquid to minimize optical 
disturbances. 

To obtain the 3D data and track the particle sensors, the 
inside of the tank was recorded with a high speed camera. The 
camera was focused perpendicular to one face of the glass cube 
to record the plane z-x, and with the help of one mirror 
positioned with an angle of 45 o with respect the consecutive  
perpendicular face the plane z-y was recorded (Fig.2)  

 

 
 

Figure 2. Front face (left) and mirrored perpendicular face 
(right) to obtain the 3D in formation by particle image tracking 
processing. 

 
The experiment was done with several dummy sensors as 

that can be also the real case, and the capability of differentiate 
them should be tested. 

The images were processed using a script in Matlab. The 
code reads the original image and eliminates the color range 
that does not correspond with the particle color. Then the left 
areas are read and the not wanted parts based in a maximum and 
minimum possible area, the eccentricity and the coefficient 
between height and width are eliminated. Once the particles are 
detected in the image, the positions of the individual particles 
are matched with their mirror positions to obtain the 3D 
position.  

The individual particles are flagged and followed with the 
3D position information, obtaining the 3D trajectories on time 
and being able to calculate their velocities and their 
accelerations. An example of three different particles followed 
on time is presented in Fig.3. 
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Figure 3. Graphs show the x and y position trajectories of a 
particular sensor in the pixel frame picture (position) versus 
frame (time). The followed particle is circled in red at the raw 
image beside the trajectories. 
   

Another important aspect of the geometrical design the 
disturbance of the flow by the presence of the sensor. For this 
analysis a multiphase studied is needed. Using the advantage of 
white light illumination the and high speed color cameras, the 
flow can be measured by small particles colored differently than 
the sensor particle to be differentiated during processing of the 
images for particle image velocimetry, where the sensor 
particles can be filtered, and for particle tracking where the 
tracer flow particles are filtered instead. An example of 
disturbance on the flow by the particle sensor is shown in Fig. 
4. 

 
 
Figure 4. The flow disturbance patent can be appreciated 

by the visualization of the flow tracer particles around the 
particle sensor of 5 mm diameter.    

  
 

EXPERIMENTAL 3C DPIV/T CRYSTALLIZER SETUP 
 
For the validation studies we used an experimental set-up, 

designed for the study of ice-scaling during freezing and 
eutectic freeze crystallization of aqueous solutions. The 
crystallizer consists of a 10 liter vessel of 200 mm diameter and 
300 mm height with a scraped HEX surface at the bottom as 
shown in Figure 1. The 1 mm thick stainless steel bottom plate 
has a heat transfer area of 0.031 m2, which is scraped by four 
rotating Teflon scraper blades of 99 mm driven by a vertical 
shaft. Halfway this shaft, a turbine mixer with a diameter of 100 
mm is installed to keep the slurry well mixed. The HEX plate is 
cooled underneath by a 50 wt% potassium formate solution. 
The coolant flows at a high flow velocity through a coupled 
inlet/outlet spiral channel below the HEX plate to avoid 
temperature differences across the HEX surface. The height and 
width of the channel are 5 and 17 mm respectively. The flow 
velocity of the coolant in the channel is over 3 m/s, which 
guarantees turbulent channel flow. The HEX inlet temperature 
is controlled within 0.1 K by a cooling machine. 

To study a continuous process, a feed flow enters the vessel 
at a height of 200 mm from the bottom. The crystallizer then 
overflows to an ice-melting vessel where the solution is heated, 
and from which the aqueous solution is pumped back to the 
crystallizer through the feed flow, thus creating stationary flow 
conditions. To minimize heat leakage to the surroundings, the 
experimental set-up was thermally insulated wherever 
appropriate.  

 

 
Figure 5. Flow scheme of the continuous cooling 

experiments1. 
 
The temperatures of the coolant at the inlet and outlet, the 

temperature of the solution close to the top and the bottom of 
the crystallizer at the height of 45 and 220 mm, 15 mm inside 
the crystallizer from the wall, as well as the temperature of the 
feed flow were measured with an ASL F250 precision 
thermometer connected to PT-100 temperature sensors with an 
accuracy of ±0.01 °C. The pressure of the coolant in the 
channel was measured at the inlet and outlet by two Rosemount 
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pressure transmitters with an accuracy of ±0.001 bar. The flow 
rate of the feed solution and the coolant were measured by two 
Rosemount E-series magnetic flow meters with an accuracy of 
±1 l/h. The five temperatures, the two pressures and the two 
flow rates were recorded every 1 second by a computer using a 
data acquisition program. 

Flow fields in stirred vessels have been extensively 
reported in the literature. The consequent temperature profiles 
of some particular devices have been reported 14-17. To perform 
the stereoscopic DPIV/T measurements some extra 
considerations have to be taken into account. The principal 
difference is the necessity of white light illumination. This is 
because the color of the liquid crystal tracers needs to be 
recorded in order to be analyzed and to obtain the temperature 
profiles. 

High intensity white light source is needed as only the 
scattered light from the tracer particles will be recorded by the 
cameras. It is reported in literature13 that halogen or Xenon 
lamps of around 1KW and Xenon strobe flash lamps of 2-8J 
output are used for this purpose. 

The light sheet(s) created by continuous lamps can also be 
mechanically strobed as reported by Fusikawa19, although the 
pulses can not be so short as with strobes. This limits the 
experimental conditions or the accuracy and resolution. 

The choice of the particle diameters for the encapsulated 
liquid crystal depends on the velocity and turbulent flow to 
measure. In the case of turbine blades, similar to our stirred 
tank, the recommended size varies between 50–240 µm13.  

This creates some additional problems. First the angle 
between illumination and visualization influences the recorded 
color by the camera. The geometry surface influences the angle 
of reflection from the incident light, increasing even more this 
behavior. This can be partially overcome by choosing the sheet 
light width on basis of the tracer’s sizes. 

In the case of recording the temperature of the dummy 
sensor surface by coating the particle with sprayable liquid 
crystal the effect is even higher and complicates the calibration 
between hue and temperature values due to the angle of incident 
illumination and the recorded observation angle, on the 
spherical surface. This can be solve by calibration at a stable 
temperature of the observed colors in the sensor surface at the 
different positions of the observed area. Knowing then the 
gradient of variation on the surface color by the angle of 
observation from the camera and the tangential angle of the 
point at the surface the real temperature can be calculated. 

 Also if the intensity of white light scattered from the 
rounded surface is too high already color tones are created as 
can be observed in Fig.6 with white particles.  

Therefore accurate calibration taking into account these 
effects is essential to be able to avoid errors. Calibration 
experiments were these issues are determined allow us to 
reconstruct the real values by subtracting or correcting the 
distorted values during the post processing of the images.  

 

 
 

 
 
Figure 6. a) Colored scattered light from particles of around 25 
µm diameter. b) Colored scattered light from a sphere of 5 mm 
diameter.  
Remarks: In both cases the light sheet is coming from the left 
side. Case b) has a higher illumination intensity than a) 
 

Another point is that the amount of heat transmitted into the 
illuminated area to obtain sufficient scattered light intensity is 
really high and can affect our measurements. In this case to 
avoid thermal influences the illumination time during the 
measurements can not exceed more than 5 sec.   

 
CFD FLOW AND PARTICLE  TRAJECTORIES 
VALIDATION 

 
To validate our CFD flow results, the flow field and the 

turbulence distribution inside the crystallizer were investigated 
by a laser Stereoscopic Particle Image Velocimetry, (3C-PIV). A 
general description of 3C-PIV can be found in Raffel et al.23 
and specific details of the 3C-PIV set-up used here can be found 
in Ravelet et al. 24. This set-up is sketched in Fig.7. 
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Figure 7. Sketch of set-up for PIV measurements with a 

PIV calibration grid-image inside. 
 
The shaft with scraper and stirrer was taken from the 

original crystallizer geometry with a 200 mm internal diameter 
and put into a slightly larger glass cylinder with a 240 mm 
internal diameter, which was well aligned in the two-camera 
stereoscopic PIV set-up described by Ravelet et al. 24 .With the 
vertical-radial laser light sheet two 2D PIV images were 
captured from two different cameras at different positions, 
which represent two different projections of the particle motion. 
The 3D calibration, the laser and camera timing as well as the 
PIV image processing were all done using a commercial 
hardware and software. The measured 2D area inside the 
cylinder was 45 mm high and 80 mm wide, and started just 
above the scraper and at the outer wall, as shown in the left 
hand picture of Figure 7. 

The Navier-Stokes equations governing the flow in the 
stirred tank were discretized according to the lattice-Boltzmann 
method. This is an inherently parallel and efficient numerical 
scheme for computational transport physics25. The strong 
turbulence generated by the impeller and scrapers prohibits 
direct numerical simulation: the computational effort for 
resolving all length and time-scales would be too large.  

In large-eddy simulations only the large-scales are resolved 
explicitly – the rationale behind it is that the small scales 
behave more universally and are therefore more prone to 
modeling than the large scales26. Modeling instead of resolving 
the small scales alleviates the computational burden. For 
modeling of the small scales the standard Smagorinsky subgrid 
scale model was applied. A value of cS=0.12 was adopted as the 
Smagorinsky constant, which is within the range of values 
commonly used in shear-driven turbulence.  

The stirred-scraped crystallizer computational domain 
configuration consists of a cylindrical, flat-bottomed, tank with 
diameter of 240 mm and a height of 300 mm as in the 3C-PIV 
experiments.  

The uniform, cubic grid inherent to most of the lattice-
Boltzmann formulations comprised 1.8·107 nodes. In terms of 
spatial resolution: the linear size of a cubic lattice cell amounted 
to approximately 1 mm. The time step in the LES was such that 
one impeller revolution took 4200 time steps. 

The Reynolds number that fully determines this single-
phase flow is defined as Re=ND2/ν with N the impeller speed in 
rps, D the diameter of the scraper and ν the kinematic viscosity 
of the working fluid. The continuous phase was water with a 
density = 103 kg/m3 and, at the constant temperature of the 3C-
PIV experiment of 20 o C, ν = 10-6 m2/s. The scraper and 
impeller were set to rotate at a speed of 77 rpm corresponding 
to Re=5⋅104. 

The LES is started from a zero velocity field. In the start-up 
phase of the flow we monitor the total kinetic energy in the 
tank. Once this has stabilized we start collecting flow data for 
later statistical analysis such as average velocity and turbulent 
kinetic energy fields.  

The flow field as measured by 3C-PIV for the middle 
section of the crystallizer showed that in the core around the 
shaft the absence of a radial and axial mean flow. From about 
60 mm from the shaft, there is a secondary flow in the radial 
axial plane. From 60 to 100 mm the fluid flows downward, and 
from 105 mm to the wall the fluid flows upwards (Fig.8). 

 

 
Figure 8. Time averaged radial and axial velocities 

measured by 3C-PIV depicted as vectors with their length 
proportional to their norm 

 
In Figure 9 the dash-dotted line represents the tangential 

velocity of the scraper. The solid line representing the time-
axial averaged flow measured by the PIV, suggests that the 
solution is in solid body rotation up to about 40 mm from the 
shaft. When moving radially outward, the flow tends to 
conserve its angular momentum; hence the tangential velocity 
quickly decreases (in a frictionless flow this would lead to a 
‘potential vortex’ 27.As a simplified physical model of the flow, 
we fitted the measured tangential velocity profile with the 
Oseen vortex solution27, which gradually transits from a solid-
body rotation in the inner region to a free vortex flow in the 
outer the region. The transition takes place at approximately 
r=40mm, as shown in Figure 9. The measured tangential flow 
matches qualitatively with the vortex flow in the Oseen model. 
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Figure 9. Measured time-axial averaged tangential velocity 

of the PIV area, the scraper velocity and the tangential velocity 
calculated from the best fit Oseen vortex 

 
 Fig.10a shows the axial and radial time averaged velocities 

for the whole tank as obtained from the LES computational 
simulations, after steady-state was achieved and therefore the 
total kinetic energy was constant, plotted as vectors with length 
normalized. To validate the computational results we compare 
the simulated flow velocities with the velocities obtained from 
the 3C-PIV measurements in the same middle region of the 
crystallizer. This region is indicated in Fig.10a by a black 
rectangle at the right hand side of the picture. 

 

 
Figure 10. a) Time averaged velocity vectors of the flow 

field inside the scraped heat exchanger crystallizer. The black 

rectangle corresponds to the area measured by 3C- PIV. b) 
Computational results of the 3C- PIV measured area. The three 
lines across the measured area are drawn at heights of 45, 59 
and 75 mm from the bottom plate. 

 
Zooming in on the simulations of the flow velocities in the 

PIV measured area in Fig.10b demonstrates that also in the 
simulations axial or radial flow is nearly nonexistent near the 
shaft. The middle area shows a strong axial flow towards the 
bottom with a negligible radial contribution. Close to the 
outside wall the flow is carried upwards with also little radial 
contribution, so these results are in good agreement with the 
stereoscopic PIV data. The flow velocities at the three lines 
across the measured area at three different heights of 45, 59 and 
75 mm from the bottom plate are presented in Fig.11. 

 

 
 

Figure 11. Tangential and axial velocities calculated from 
3C-PIV experiments and from LES simulations at heights of 45, 
59 and 75 mm from the bottom plate. Velocities are normalized 
with scraper tip speed. 

 
The tangential and axial velocities at the three heights are 

plotted against those calculated from the stereoscopic PIV 
experiments. The results match quite well, although the 
tangential and axial velocities from the PIV experiments are 
slightly smaller than the LES values. Also the tangential 
velocities decrease when approaching the outside wall, while 
the LES values increase slightly before decreasing at the wall. 
The agreement is however in general very satisfactory, and the 
observed differences can be explained by the unavoidable 
inaccuracies in the experimental results and by the idealized 
computational approach. 

A qualitative comparison between the PIV and LES 
snapshots of the same portion of the flow (Fig.12 and Fig.13) 
show interesting resemblance. Clearly turbulence is much 
stronger close to the outer tank wall. Furthermore the sizes of 
the turbulent structures observed in PIV and LES agree quite 
well. 
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Figure 12. Instantaneous capture of the flow from the 3C-
PIV measurements. Vectors represent the axial and radial 
velocity and their length proportional to their norm. 

 

 
Figure 13. Instantaneous capture of the flow from the LES 

simulations. Vectors represent the axial and radial velocity and 
their length proportional to their norm. 

 
To validate the particle behavior a simplified model in the 

scraper area is used and the Navier-Stokes equations are solved 
without the use of a turbulence model. Every grid cell 
corresponds to 1 mm in each direction.  

As boundary conditions the domain walls are made 
periodic in their x and y directions and for the bottom plane 
(scraped surface) a no-slip condition is applied. The scraper 
extends from one side of the box to the other in the x direction 
and moves in the y direction. Since a periodic boundary 
condition was applied in the y direction, we mimic the scraper 
meeting its own back flow as if this flow were produced by the 
scraper in front as happens during rotation. For the top plane of 
the computational domain a free slip condition is applied. The 
particles that arrive there are not taken into account anymore 
just as if they left the scraping area to the bulk and do not come 
back. The Reynolds number is defined as Re=V L/υ , with V 

the scraper speed L the scraper height and υ the kinematic 
viscosity of the working fluid. In the cases we studied the 
Reynolds number was set to Re = 2.5·104, which makes the 
flow turbulent. The continuous phase was water with a density = 
103 kg/m3 and viscosity = 10-6 m2/s. For the simulations the two 
scraper geometries as described in the experimental section 
were used.   

As already mentioned, the simulations were performed in a 
linearly moving system instead of in a rotating system as were 
the experimental visualizations. Thus we leave out the effects of 
coriolis forces in the fluid flow and the centrifugal and coriolis 
forces on the particles (given their density difference with the 
liquid). These effects could have been incorporated in the 
simulations by adding a body force to the fluid flow equations, 
and additional forces acting on the particles. In this qualitative 
stage of research it was decided to focus on flow structures and 
leave refinements for future work. In terms of the particle flow 
around the scraper, we do not expect much effect of the 
centrifugal force since it would act in the x-direction, whereas 
we observe the flow past the scraper in the yz-plane.  

The particle trajectories were calculated in a Lagrangian 
framework. A simple approach was undertaken in which we 
restricted the forces acting on the spherical particles with 
diameter dp to inertia, gravity and drag forces. The equation of 
motion used was: 

( ) ( )3 2 3

6 8 6
p

p pp p p l D p p l

dv
d d C u v u v d g

dt

π π πρ ρ ρ ρ= − − + −
r

r r r r ur
       (1)      

p
p

dx
v

dt
=

r
r

                           (2) 

The velocity u vector of the fluid at the particle position is 
calculated by tri-linear interpolation of the surrounding grid 
velocities. For the drag coefficient we took the Schiller and 
Naumann28 correlation:  

( )687.0Re15.00.1
Re

24
p

p
DC +=

    

Rep<1000                (3)                              

and 
44.0=DC                          Rep ≥ 1000        (4)                                       

  
where  

ν
p

pp

d
vu −=Re                                       (5) 

The system of equations was numerically solved using semi 
implicit Euler time stepping. For easy visualization only 200 
particles were released at the bottom of the flow domain in front 
of the scraper. They were treated as spherical particles of dp= 1 
mm diameter and had the properties of MgSO4·7H2O crystals as 
in the experimental part. The Stokes number (defined as 

2
p p

l

d V
St

L

ρ
ρ ν

= )  for these particles is around 3 (larger than 1) 

what implies they have sufficient inertia to collide with the 
scraper and bottom wall. The collisions with the scraper and the 
bottom were taken to be elastic. This means that for particle 
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collision with the bottom the velocity component in the z 
direction of the particle changes from vp to –vp, leaving the x 
and y components as before the collision. The final direction of 
particle collisions with the scraper depends on the inclination 
angle of the wall and the incident angle of the particle. The 
outgoing particle angles after colliding with the scraper only 
vary in the y-z plane, the velocity in x direction does not change 
after the collision. Since the scraper is moving in the y-
direction, collisions with the scraper add momentum to the 
particles in the y direction.  

The method for detecting and handling particle-particle 
collisions was similar to the one proposed by Chen et al.29. In 
their method, they make use of a collision detection algorithm 
that anticipates collisions in the upcoming time step. 
Subsequently, the path of two particles that are bound to collide 
is integrated in a three-step-process: the pre-collision step, the 
collision step (in which the particles exchange momentum), and 
the post-collision step. In order to limit the computational effort 
spent in handling the particle-particle collisions (which in 
principle is an M 2 process, with M the number of particles) we 
have grouped the particles in each other's vicinity in a so-called 
link-list30. The extent of the vicinity of a particle in which 
potential collision partners are sought is the lattice cell in which 
the particle under consideration resides, and the 26 neighboring 
cells. This reduces the number of possible collisions partners to 
a few for a specific particle during a specific time-step. 

The collision algorithm assumes that one particle can only 
collide once during one time step. The reason is purely 
practical: taking into account multiple collisions in one time 
step would lengthen the computations to an unfeasible extent. 
The assumption either limits the time step, or the particle 
volume fraction. In any case, in the simulations there is a finite 
chance that the collision detection algorithm misses a collision. 
This is reflected in the situation that at the next time step, two 
approaching particles have a mutual distance less than dp. If this 
occurs, a so-called missed collision procedure is executed: 
directly at the start of the time-step, the particles involved are 
given their post-collision velocities (making that they now are 
moving apart). During the time step, the particles are displaced 
as a pair according to their average velocity, and they move 
apart with their relative velocity until they have a mutual 
separation of at least dp. Visual comparison between the 
computational and experimental results are shown in Fig.14. 

 

 

 
Figure 14. a) Computational results (left) with scraper sketch 
 colored in green and the particles in red. b) Experimental 
visualization. 
     
CONCLUSIONS 
  

Different techniques have been presented as non intrusive 
methods to validate the data information sent by the Smart 
PEAS sensor during operating process equipment.  

As example geometries for the experimental validation a 
continuous crystallizer design for EFC crystallization and a 
batch crystallizer with better optical access were chosen. 

The capability to validate the positioning of the Smart 
PEAS sensors was studied by particle image tracking of a bench 
of dummy spherical sensors in the batch crystallizer. The 
multiphase studies to measure the disturbance of the flow by the 
Smart PEAS sensor was proposed and preliminary 
visualizations presented. 

The 3C-PIV/T setup characteristics for the validation of the 
temperature readings of the sensor were presented. The system 
gives an alternative non intrusive method to characterize the 
flow and temperature fields of the process in situ, for the 
validation of the Smart PEAS data, or a priori, for the design of 
the sensor. In order to be able to further develop and implement 
the process equipment based in the measured information of the 
Smart PEAS sensor a home CFD code based in Lattice 
Boltzmann scheme is being developed. Comparison results of 
the measured by 3C-PIV flow field and particle trajectories 
visualizations are presented for a continuous crystallizer.   
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