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ABSTRACT

Plunging liquid jets are commonly encountered in nature
and are widely used in industrial applications (e.g., in waterfalls,
waste-water treatment, the oxygenation of chemical liquids, etc.).
Despite numerous experimental studies that have been devoted
to this interesting problem, there have been very few two-phase
flow simulations. The main difficulty is the lack of a quantita-
tive model to simulate the air entrainment process, which plays a
critical role in this problem. In this paper, we present a compu-
tational multiphase fluid dynamics (CMFD) approach for solv-
ing this problem. The main ingredients of this approach are a
comprehensive subgrid air entrainment model that predicts the
rate and location of the air entrainment and a two-fluid trans-
port model in which bubbles of different sizes are modeled as
a continuum fluid. Using this approach, a Reynolds-averaged
Navier Stokes (RaNS) two-way coupled two-phase flow simula-
tion of a plunging liquid jet with a diameter of 24mm and a lig-
uid jet velocity around 3.5m/s was performed. We analyzed the
simulated void fraction and bubble count rate profiles at three
different depths beneath the average free surface, and compared
them with experimental data. We observed good agreement at all
locations.

INTRODUCTION
The plunging liquid jet problem involves the impingement
of a liquid jet onto a pool of liquid. It is accompanied by strong

*Address all correspondence to this author.

air entrainment once the jet velocity exceeds a certain threshold
velocity. This process is widely encountered in the nature and
various industrial applications. For example, air is entrained by
water falls in rivers and by breaking and plunging waves in the
sea, during which processes the carry-under of oxygen helps to
support aquatic life while the caputure of CO, aids in mitigat-
ing the green-house effect. In addition, gas entrainment by a
plunging liquid jet may be used to enhance the rate of a chemi-
cal reaction that occurs at gas/liquid interfaces by increasing the
resultant interfacial area. Also, the breaking bow wave around
a maneuvering surface ship behaves like a plunging jet and en-
trains air which may alter the drag characteristics of the ship and
influence the optical and acoustic signatures of the ship-hull flow.

Numerous experimental studies have been devoted to the air
entrainment and the consequent bubbly flow underneath a plung-
ing liquid jet (see reviews: by Bin [1] and Chanson [2]). In
contrast, the body of literature devoted to the two-phase numer-
ical simulation of this problem is quite small. The simulation of
the entrainment of air bubbles by a plunging liquid jet and their
transport is quite challenging. It is a multiscale problem with
very disparate characteristic length and time scales. For exam-
ple, the smallest bubbles and liquid eddies might be of the order
of microns while the jet diameter is often on the order of meters.
Given these features it is not surprising that few researchers have
performed a Direct Numerical Simulation (DNS) of this problem
where the liquid and gas phases were explicitly resolved, though
some notable attempts have been made in this direction (e.g., the
work of Iafrati et al. [3] and Galimov et al [4,5]). However, these
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simulations were only up to the formation of the first air cavity
and the beginning of bubble breakup. This was due to the lack
of spatial resolution to resolve the complex gas/liquid interfaces
and the computing costs. These difficulties may be overcome
by utilizing a Two-Fluid Model (TFM) [6, 7], in which both the
continuous liquid and the dispersed gas phases as represented as
fluid continua at every spatial location. In this approach individ-
ual bubbles are not modeled and the rough gas/liquid interfaces
are smoothed out, which eases the computational burden. How-
ever, subgrid models for the interaction between the bubbles and
liquid as well as for the entrainment of air at the interfaces are
required.

Over the years, various subgrid closure models for the inter-
action between gas bubbles and the continuous liquid have been
proposed [6,7]. These include models for the drag, lift, virtual
mass, turbulent dispersion and bubble-wall forces. In contrast
few models for subgrid air entrainment have been developed.
The notable exceptions are [8,9]. Our primary work in this area
was based on the model proposed by Moraga et al. [10] which
predicts the location of air entrainment. In [11] we combined this
location-prediction model with an expression for the quantity of
air entrained due to a plunging jet to perform one-way coupled
(where the forces exerted by the gas on the liquid are neglected)
monodisperse simulation of the plunging jet problem. However,
the model for the location of air entrainment proposed in [10] has
a drawback that it predicts finite entrainment even at a gas/liquid
interface that is moving downward with a uniform spatial veloc-
ity [12, 13]. Subsequently, we proposed a novel air entrainment
model [12, 13] that not only overcomes this drawback in location
prediction but also provides the rate of air entrainment for various
types of flows, with a quite simple expression. In one-way cou-
pled tests of monodisperse flows this model has provided good
results for several free-surface bubbly flows including, plunging
liquid jets, hydraulic jumps and ship-hull flows. In this paper
we apply this model to a polydisperse, two-way coupled simu-
lation of a plunging liquid jet for the experiments of Chanson et
al. [14, 15]. We believe that two-way coupling is necessary be-
cause of the high void fractions (up to 20%) observed in this flow,
and a polydisperse model is required based on the experimental
observations of a wide range of distribution of bubble diameters
(from smaller than 1mm to larger than 10mm).

In the next section (Sec. 2) we describe the main features
of the two-way coupled, polydispersed two-fluid model and the
generalized air entrainment model. After that, in Section 3, we
carry out a simulation of a plunging liquid jet induced bubbly
flow by utilizing this computational multiphase fluid dynamics
(CMFD) framework, and present the predicted results along with
a quantitative comparison with the experimental data. Finally,
the main conclusions from this study are given in Section 4.

TWO-FLUID MODEL WITH AIR ENTRAINMENT

In this section we describe a RaNS-type, two-fluid, CMFD
model, and a subgrid air entrainment model. In contrast to previ-
ous studies on plunging liquid jets [11-13] the two-fluid model
used herein is two-way coupled and polydispersed.

Mass conservation of the bubble phase

The conservation equation of the bubble number density,
Ng,” , for bubbles of a characteristic diameter, Dy, moving with
a velocity of u,, is often referred to as a Boltzmann-type popula-
tion balance equation [16, 17]. It is given by:
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where &, is the rate at which the bubble density increases due
to air ingestion at the free surface and is discussed below. Note
that other sources of bubbles (e.g., those due to breakup and co-
alescence) can also be included on the right hand side of Eq. 1
(see [10]) but, for simplicity, were ignored in this study.

The entrained air flux is given by a newly developed sub-grid
air entrainment model [12,13]. This model was derived assuming
that the turbulence near the air-water interface produces air cavi-
ties of size a ~ k/g, where k is the turbulence kinetic energy and
g is acceleration due to gravity, and that the entrainment rate is
proportional to the downward velocity difference between these
cavities and the free surface. This argument yields the following
expression for the air flux:
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where X is a location near the free surface, g is the volume of air
entrained per unit interface area, per unit time, C,p,; is a model
coefficient and %‘Zl is the normal derivative of the normal com-
ponent of the liquid velocity at the interface. This model gives
the entrained air flux as a volumetric flow rate per unit interfacial
area, however, in our two-fluid model the entrained air is dis-
tributed as a volume source at the interface in a layer that is @,
thick. Thus the rate of air entrainment per unit volume, per unit
time, is:
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Finally this volume of air is distributed among bubble groups of
different diameters. So the number density of bubbles of a given
diameter, D, per unit volume, per unit time, is given by:

gg(X) o Cent fEAng al"n (X), 4)
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where fg(D,) is the pdf of the source distribution as a func-
tion of the bubble diameter, D,. In practice fg(Dg) should
be prescribed or obtained from the experiments. In a polydis-
perse model, AD, is the width of the bubble diameter bin and
Vavg = L, fE(Dg)V,AD, is the average bubble volume of a given
bin, where Vv, is the mean volume of a bubble with diameter D,.

Momentum balance of the dispersed phase
The ensemble-averaged balance of momentum equation for
the dispersed phase is given by [18]:

I (W N pu
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where p, is the air density, and p. is the pressure of the liquid.
Note that Mfg, the fluctuating interfacial force density, must be
constituted. This term determines momentum transfer between
the continuous phase and the dispersed phase. It may be parti-
tioned to account for different types of interactions [6, 19],

M, = MgP + M + MY+ Mg+ M (6)

where the right hand side contains contributions due to turbulent
dispersion (TD), drag (D), virtual mass (VM), lift (L) and wall-
induced forces (W), respectively. In our simulation the wall-
induced forces were set to zero because there are no solid walls
in the region of interest. The turbulent dispersion term was also
turned off, even though in our previous one-way coupled simu-
lations [11-13] this term was active. The reason behind this will
be explained later in Section 3. The other terms that appear in
the above equation are the same as given by Moraga et al. [10],
with the exception of the bubble drag term. Here we have em-
ployed a correction based on the liquid shear rate proposed by
Legendreand & Magnaudet [20] and utilized by Hosokawa &
Tomiyama [21].

Mass conservation of the continuous phase
The continuity equation for the liquid phase is [6],

90tPe _
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where u,, and p. are the ensemble-averaged velocity and density
for the continuous phase (i.e., the liquid). Also, o, is the liquid
volume fraction, which satisfies:

G
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where o, is the void fraction for group g and related to the num-
ber density by v;N,", and « is the total void fraction.

Momentum conservation of the continuous phase
Conservation of momentum for the continuous phase in the
average sense is expressed as [6],

G
+V-acpeucue = V- o (Te+ TE) + opeg— Y M

g=1
®
where T, is the stress tensor and TX¢ is the Reynolds stress tensor
for the continuous phase. The stress tensor is given by T, =
—pcd+2u.D, and the Reynolds stress tensor is modeled as,

AP U,
ot

2
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where I is the identity tensor, U is the liquid viscosity, D, is the
rate of strain of the liquid phase, k and L, are the turbulent kinetic
energy and the liquid’s turbulent viscosity, respectively. In this
work, the blended k — @ /k — € turbulence model developed by
Menter [22], associated with corrections due to bubble-induced
turbulence generation and dissipation, was used to determine k
and g, and hence to construct TR¢. All the model coefficients
used herein are the same as used previously [10].

Modeling the free surface

The free surface of the air/water mixture was represented us-
ing a single-phase level set function ¢ [23], which is the signed
distance from the interface, where the level set ¢ = 0 represent-
ing the free surface. Its evolution is governed by:

d¢ B
5 e Vo=0 (11)

For more details on the application of the single-phase level set
method to bubbly flow simulations the reader is referred to the
work of Carrica et al. [24,25] and Moraga et al. [10].

NUMERICAL SIMULATION

Using our new air entrainment model and the two-fluid mul-
tiphase CMFD model described above, we have simulated a
plunging liquid jet and compared our results with the experi-
ments of Chanson et al. [14, 15], where both void fraction and
bubble count rate distributions were presented. In addition, we
have investigated the effect of two-way coupling on our results
by comparing two-way and one-way coupled simulations.
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FIGURE 1. Schematic diagram of experimental set-up [14,15]

Experimental and simulation setup

A schematic view of Chanson’s experiment is shown in Fig.
1. A liquid jet of water issuing from a nozzle with a diameter, D,,,
of 25mm was allowed to fall vertically under gravity into a pool
of stationary water that was 1.8m deep, 0.3m in width and 3.6m
in length. The liquid jet began its fall 0.1m above the free surface
of the pool. The case studied here has an impact liquid jet veloc-
ity at the free surface (u;) of 3.5m/s, with an estimated liquid
jet diameter at impact of D; = 24 mm. Void fraction and bubble
count rate measurements were made along planes that were at a
depth of 0.8 D}, 1.2 D, 2.0D; from the free surface.

In the numerical simulation a smaller computational domain
was utilized, as shown in Fig. 2, which was large enough so
that the boundaries had no influence on the center region where
the bubbles were present [11-13]. The two-fluid equations were
nondimensionalized using the liquid jet diameter and the liquid
velocity at the top of computational domain (i.e. 50 mm above
the free surface), which were set to produce the right value of
D; and u; at the impact surface and led to a Reynolds number of
approximately 81,000.

On every surface of the computational domain, boundary
conditions were needed for the three liquid and gas velocity com-
ponents, the pressure, the gas number density, the level set func-
tion, the turbulent kinetic energy, k, and the specific dissipation
rate, @. On the top surface, in order to model the liquid jet, the
vertical component of the liquid velocity was set to —1 within a
circle of unit diameter. All other liquid and gas velocity compo-
nents and the bubble number density function were set to zero.
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FIGURE 2. Computational domain and mesh, where the dark hori-
zontal surface represents the free surface

A zero-gradient boundary condition was selected for pressure,
while the level set function was selected such that its zero coin-
cided with the periphery of the liquid jet and its value elsewhere
was set equal to the signed distance from the zero level set. The
turbulent model variables, k and w, were set to their free-stream
values of 9 x 10~* /Re and 0.9, respectively, and verified to be
small enough to not influence the results in this study. On the
four vertical boundaries the zero gradient boundary condition
was used for all variables. On the bottom surface the piezomet-
ric pressure was set to zero [26], and a zero gradient boundary
condition was used for all other variables. For the initial condi-
tion all velocities, the pressure and the number density function
were set to zero and the level set function was set to the signed
distance from the interface.

A structured grid consisting of 1,166,400 cells in total
(shown in Fig. 2), which was verified to be fine enough to en-
sure the grid convergence [11], was used in the simulations. In
the region of interest, which included the impact region and the
region where void fraction and bubble count rate measurements
were made, the grid size was set to (Iy,1,1;) = (0.04,0.04,0.06).
Outside this region the grid was roughly 2.5 times as coarse.

Simulation results

The simulations were started by modeling the liquid phase
only and a statistically stationary solution was obtained after
2,000 time steps with a non-dimensional time step of 0.015 (i.e.,
a dimensional time-step of around 0.1 ms). This solution for
the single-phase flow (water) was then used as an initial con-
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FIGURE 3. Distribution of the kernel of the entrainment source
‘3;;'”, for the plunging jet problem with u; = 3.5m/s: (a)slice

strength, k
through center of the jet, where the white line represents the free surface;
(b)three-dimensional view of the free surface.

dition for the simulation of bubbly flow, which was activated by
turning on the air entrainment model, with @, = 0.05 D; and
C,n = 1.4 x 1072 in this air entrainment model. We employed 5
groups of bubbles having diameters of 1mm, 3mm, Smm, 7mm
and 9mm, respectively, with a probability of 34.78%, 17.39%,
13.04%, 8.70% and 17.39%, respectively. This set of bubble
sizes and probabilities were estimated from Fig. 6b in the report
of Chanson et al. [15], which gives the probability density func-
tion (PDF) of the pseudo-bubble chord lengths (i.e., the product
of the measured chord time and the liquid jet velocity).

This polydispersed bubbly flow simulation was carried out
with the same time step used previously. After about 600 time
steps, during which period the gas phase achieved a quasi-steady
distribution in the region of interest (i.e., from the impact surface
to 2D; below it), where void fraction data were available. We
started collecting void fraction data at this instant and averaged
them in time. The time-averaged void fraction were found to at-
tain a statistically stationary value after another 3000 time steps.
These time-averaged results were then further averaged in the
circumferential direction around the liquid jet. The experimental
results [14, 15] were measured along a horizontal line that passed
through the center of the plunging liquid jet. Since the measure-
ments were expected to be symmetric about the center of the jet,
results from either side of the center-line were averaged in order
to reduce experimental uncertainty. These averaged results were
then compared with the averaged simulation results.

We first examine the rate of air entrainment by plotting, in
Fig. 3, the kernel of the air entrainment model given in Eqn. 4
, k‘?;" We observe that air was strongly entrained close to the

Z (X 24mm)

-4 — ‘ -2 — I o — I 2 — 4
X (x24mm)
FIGURE 4. A typical snapshot of void fraction distribution.

free surface along the perimeter of the liquid jet. In this region,
liquid that is flowing radially inward toward the center of the jet
impinges on liquid carried by the jet (see the streamlines in Fig.
3 (a)). This leads to a negative value of the surface divergence,
which implies a positive value of %"n” This in turn implies that
any air pockets created near the free surface in this region will
be entrained. This is consistent with the results and observations
reported in experiments [15,27]. After bubbles were entrained
along the perimeter of the jet, they are convected downward.
With increasing depth these bubbles disperse radially, forming
an annular region whose thickness increases with depth. This
is clearly seen in Fig. 4, which is a snapshot of void fraction
obtained from a typical two-way coupled run.

To study the effect of the gas/liquid couplings, we present,
in Fig.5, a zoomed-in view of the region close to the free sur-
face. In particular, we plot the predicted void fraction contours
for four cases: (a) two-way coupling simulation with turbulent
dispersion; (b) two-way coupling simulation without turbulent
dispersion; (c) one-way coupling simulation with turbulent dis-
persion; (d) one-way coupling without turbulent dispersion. We
observe that the (b) and (c) cases present similar results that are
consistent with each other and physical observations, while the
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FIGURE 5. A Comparison of void fraction contours predicted by: (a)
two-way coupling simulation with turbulent dispersion; (b) two-way
coupling simulation with the turbulent dispersion model inactive; (c)
one-way coupling with the turbulent dispersion model turned on; (d)
one-way coupling with the turbulent dispersion model inactive.

one-way coupled simulation without turbulent dispersion misses
the spreading of the void fraction profile with increasing depth
thus resulting in a very sharp void fraction profile. In contrast
the two-way coupled results with turbulent dispersion overpre-
dicts the spreading effect so that it causes the void fraction profile
too flat. All of these can be further exhibited in Fig.6. This inter-
esting phenomenon may be explained as follows, in the two-way
coupled simulations the dispersed phases exert lift and drag reac-
tion forces on the liquid. The lift force imparts a radial velocity
to the liquid stream whereas the drag force lowers its downward
component. The increased radial liquid velocity then spreads out
the bubble distribution radially, and the reduced downward ve-
locity further increases the rate of spreading with depth. Thus
for a two-way coupled modeling, a turbulent dispersion model
is not needed. However, in a one-way coupled simulation both
these effects on the liquid velocity are not captured, and thus the
bubbles are convected downward rapidly with minimal spread-
ing. So a turbulent dispersion model should be used to enhance
the spreading in one-way coupled simulations. Indeed when this
term is turned on, a distribution that is similar to the two-way
coupled case is obtained.

Next we compare the total void fraction distributions with
the experimental data in Fig.7. Each plot contains both exper-
imental and predicted void fraction profiles (for two-way cou-
pling) as a function of the normalized radial coordinate, where
r = 0 represents the centerline of the liquid jet. The measure-
ment depths for the top, the center and the bottom plot are equal

—a—Two-way, TDM on
—a—Two-way, TDM off
—e—One-way, TDM on
0.3r ——One-way, TDM off
0.251
S 02r
S
fid
[
hed
g 0.151-
0.1
0.05(
0 1 o
0 0.2 0.4 0.6 0.8 1 1.2

FIGURE 6. A Comparison of the void fraction profiles at 0.8D;, pre-
dicted in 4 cases.

t0 0.8D;, 1.2D; and 2.0D, respectively. For the plot on the top,
which corresponds to a depth of 7 = 0.8D; and is quite close to
the free surface, it can be seen that there is good agreement in
the location and magnitude of the peak void fraction between the
experiment and the simulation. This indicates that the air entrain-
ment model is able to accurately capture the location and strength
of the air sources. As we move down to the two lower depths,
though some deviation is observed, the agreement between the
experiment and the simulation results remains good. This indi-
cates that a two-way coupled two-fluid model correctly models
the spreading of the two-phase jet and the transport of bubbles
once they are entrained. In addition, it’s worthy of mention that
our results also match the analytical solution predicted by the
simplistic diffusion model suggested by Chanson [27]. Similar
results can also be obtained using a one-way coupled simulation
with the aid of a turbulent dispersion model [11-13].

Another challenging test of the two-fluid model is to exam-
ine its ability to predict the polydispersed properties of bubbly
flows. One such property is the bubble count rate, or bubble fre-
quency, which is experimentally defined as the number of bub-
bles impacting a probe per unit time during the measurements.
The local bubble count rate was related to the local total air con-
tent, average velocity and bubble mean chord length [14] as:

b o

12)

chinean

Based on this equation, the total local air volume fraction and the
local bubble velocities predicted by the simulation, we are able
to reproduce the bubble count rate profiles for plunging liquid
jets, if we know the mean chord length, chyeq,, of the bubbles.
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FIGURE 7. Temporally and circumferentially-averaged void fraction
profiles at 0.8D; (top), 1.2D j(middle), 2.0D j(bottom)

However, in the experiments of Chanson et al. [14, 15], the lo-
cal bubble velocity was not measured, thus chy,eq, could not be
obtained directly. Therefore, we calculated the local averaged
bubble diameters, Dy, and use it to replace chypeq, in Eq. 12,
to obtain the local bubble count rate. Fig. 8 displays both the
calculated and measured bubble count rate profiles for three dif-
ferent depths. From the figure we observe that our simulation re-
produces the experimental measurements reasonably well. This
implies that our two-way coupled simulation correctly captures
the polydispersed properties of the bubbly flow.

FIGURE 8. Temporally and circumferentially-averaged bubble count
rate profiles at 0.8D; (top), 1.2D ;(middle), 2.0D ;j(bottom)

CONCLUSIONS AND DISCUSSION

By incorporating a novel, generalized subgrid air entrain-
ment model, a two-way coupled, polydispersed, two-fluid model
for modeling free-surface bubbly flows was developed. Using
this approach a polydispersed simulation for a plunging liquid
jet was done. Five groups of bubbles with diameters raging from
Imm to 9mm were employed. Both the predicted void fraction
profiles and bubble count rates were compared with experimen-
tal data and good agreement was found. To our knowledge, this
is the first quantitative numerical prediction of both gas concen-
trations and bubble count rates in the bubbly flow underneath a
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plunging liquid jet.

The difference between one-way and two-way coupled sim-
ulations was also analyzed. It was found that a turbulent dis-
persion model was needed for one-way coupled simulations, but
not when there was two-way coupling. This was attributed to
the force exerted by the bubbles on the liquid that enhances its
radial velocity and retards its downward velocity. These forces
are inherently present in two-way coupled simulations but absent
in one-way coupled simulations. This suggests that in some in-
stances a two-way coupled CMFD model leads to a better and
simpler characterization of the interphase momentum transfers
by avoiding the use of a phenomenological turbulent dispersion
model.
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