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#### Abstract

In this article, a method is proposed to study uncertainty propagation on high-dimensional obstacle problems. A greedy algorithm, based on variable decomposition, is used to approximate the solution of regularized problems obtained by penalization of the initial problem. The convergence of this algorithm is a consequence of a more general theorem. Indeed, the algorithm converges for the minimization of a strongly convex functional whose derivative is Lipschitz on bounded sets. We describe how this algorithm was numerically implemented and present the results which were obtained with a one-dimensional membrane problem.


## INTRODUCTION

In this article, we are interested in uncertainty quantification methods applied to high-dimensional obstacle problems. More precisely, the focus of this paper is rather on the development of methods to compute efficiently a reduced model which rapidly gives the output of interest as a function of the random variable which enters the input parameters, in the context of contact problems in continuum mechanics. Such a model can then be used to evaluate the distribution of the outputs (for a given distribution of the input parameters), or to reduce the variance in a Monte Carlo computation for example.

More precisely, let us assume that the noise on the parameters of the model can be modeled by a possibly large number
of random variables $T=\left(T_{1}, \ldots, T_{p}\right) \in \mathbb{R}^{p}$, so that the quantity of interest (say the deformation tensor) $u(t, x)$ is a function of $(p+d)$ variables, where $d$ is the dimension of the physical space. The question is then how to approximate a function on such a high-dimensional space. The idea at the basis of many classical approaches [1,2] such as stochastic collocation methods, Galerkin methods, perturbation methods, etc. is to look for the solution to this problem as a linear combination of tensor products:

$$
\begin{equation*}
u(t, x)=\sum_{k=1}^{K} \sum_{l=1}^{L} \lambda_{k, l} r_{k}(t) s_{l}(x) \tag{1}
\end{equation*}
$$

where $\left(s_{l}\right)_{1 \leq l \leq L},\left(r_{k}\right)_{1 \leq k_{1} \leq K}$ are bases of functions which are known a priori and where $\left(\lambda_{k, l}\right)$ are scalars which are to be computed. In this case, the dimension of the problem $N=K L$ will be too large for a classical discretization method.

The method we are studying is a way to circumvent this difficulty. The principle is the following: (i) to rewrite the original problem as a minimization problem:

$$
u \in \underset{v \in V}{\operatorname{argmin}} \mathscr{E}(v)
$$

where $\mathscr{E}$ is a functional defined on a Hilbert space $V$ and (ii) to expand the solution in tensor products of lower-dimensional
functions

$$
u_{n}(t, x)=\sum_{k=1}^{n} r_{k}(t) s_{k}(x)
$$

which are sequentially determined:

$$
\begin{equation*}
\left(r_{n}, s_{n}\right) \in \underset{(r, s) \in V_{t} \times V_{x}}{\operatorname{argmin}} \mathscr{E}\left(\sum_{k=1}^{n-1} r_{k}(t) s_{k}(x)+r(t) s(x)\right) . \tag{2}
\end{equation*}
$$

To rewrite the two problems mentioned above as minimization problems on Hilbert spaces, we penalize the constraints, namely the presence of the obstacle for the contact problem, which leads to the minimization of nonlinear convex functional. In this case, for each iteration of the algorithm, the computation of the pair of functions $\left(r_{n}, s_{n}\right)$ is a problem of dimension $N^{\prime}=K+L$. If the numbers of terms in the above expansion remains small enough, this method provides a way to circumvent the curse of dimensionality.

The method described above has been introduced by Chinesta [3] for solving high-dimensional Fokker-Planck equations, by Nouy [4] in the context of uncertainty quantification in mechanics, and is very much related to so-called greedy algorithms [5, 6] used in nonlinear approximation theory. A greedy algorithm is any algorithm that follows the problem solving approach of making the locally optimal choice at each stage with the hope of finding the global minimum [7]. We are able to prove [8] that this algorithm converges in a more general theoretical setting, which contains the penalization problem we consider.

We will first describe the obstacle problem we consider, and then state our convergence result in the general theoretical setting we mentioned above. Lastly, details will be given on how our algorithm was numerically implemented and the results we obtain on a one-dimensional membrane problem will be presented.

## PRESENTATION OF THE PROBLEM

In this paper, we are interested in the convergence of a greedy algorithm for the study of uncertainty propagation on a high-dimensional obstacle problem. The prototypical example we consider is described in this section.

Throughout this article, $p$ and $d$ will denote some positive integers, and $\mathscr{T}$ and $\mathscr{X}$ some open sets of $\mathbb{R}^{p}$ and $\mathbb{R}^{d}$ respectively.

We assume that uncertainty can be modeled by a set of $p$ random variables $T_{1}, T_{2}, \ldots, T_{p}$, and that the random vector $T=$ $\left(T_{1}, \ldots, T_{p}\right)$ takes its values in $\mathscr{T}$.

We consider also that the physical problem is defined over the domain $\mathscr{X}$, which is supposed to be a bounded subset of $\mathbb{R}^{d}$.

If $H$ is a Hilbert space of functions defined over $\mathscr{X}$, we denote by

$$
L_{T}^{2}(\mathscr{T}, H)=\left\{v: \mathscr{T} \rightarrow H \mid \mathbb{E}\left[\|v(T)\|_{H}^{2}\right]<+\infty\right\}
$$

where $\mathbb{E}$ denotes the expectation with respect to the probability law of $T$, and $\|\cdot\|_{H}$ denotes the norm of $H$. We denote $\|v\|_{L_{T}^{2}(\mathscr{T}, H)}=\left(\mathbb{E}\left[\|v(T)\|_{H}^{2}\right]\right)^{1 / 2}$ for $v \in L_{T}^{2}(\mathscr{T}, H)$. The following assumption is done $\mathscr{X}$ is a regular bounded domain and let us denote by $\partial \mathscr{X}$ its boundary.

We consider the following physical problem: a membrane is stretched over $\mathscr{X}$ and is deflecting by some force having random pointwise density $f(x, T)$ for $x \in \mathscr{X}$. The membrane is fixed at a zero altitude at the boundary $\partial \mathscr{X}$. Moreover, the membrane is assumed to be hanging an obstacle whose altitude is also given by a random function $g(x, T)$. Let $g \in L_{T}^{2}\left(\mathscr{T}, H_{0}^{1}(\mathscr{X})\right)$ and $f \in L_{T}^{2}\left(\mathscr{T}, H^{-1}(\mathscr{X})\right)$. If we denote by $u(x, T)$ the altitude of the membrane at point $x \in \mathscr{X}$, we can show that $u$ is the unique solution to the following obstacle problem with uncertainty [9](see Fig. 1):

$$
\left\{\begin{array}{cl}
-\Delta_{x} u(T, x) \geq f(T, x)  \tag{3}\\
u(T, x) \geq g(T, x) \\
\left(\Delta_{x} u(T, x)+f(T, x)\right)(u(T, x)-g(T, x))=0
\end{array}\right\} \begin{array}{cl}
u(T, x)=0
\end{array} \quad \forall x \in \mathscr{X},
$$



FIGURE 1. OBSTACLE PROBLEM.

The following formulation is equivalent. Let us denote

$$
\mathscr{K}_{g}=\left\{v \in L_{T}^{2}\left(\mathscr{T}, H_{0}^{1}(\mathscr{X})\right) \mid \forall(t, x) \in \mathscr{T} \times \mathscr{X}, v(t, x) \geq g(t, x)\right\} .
$$

Then, solving the obstacle problem consists in solving the minimization problem

$$
\begin{equation*}
\inf _{v \in \mathscr{K}_{g}} \mathscr{J}(v) \tag{4}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathscr{J}(v)= & \mathbb{E}\left[\frac{1}{2} \int_{\mathscr{X}}\left|\nabla_{x} v(T, x)\right|^{2} d x\right] \\
& -\mathbb{E}\left[\langle f(T, .), v(T, .)\rangle_{H^{-1}(\mathscr{X}), H_{0}^{1}(\mathscr{X})}\right] .
\end{aligned}
$$

One of the main difficulty of this kind of problems is their very high nonlinearity. Many methods have been proposed to approach the solution of these problems. See for example [10], [11], [12] and [9]. Among them, penalization methods (see [9] and [10]) are among the most widely used. They consist in approximating the solution of an initial obstacle problem by a sequence of solutions of penalized problems defined over the entire Hilbert space.

Let $\rho$ be a parameter in $\mathbb{R}_{+}$. Such a penalized problem associated with problem (4) may be defined as

$$
\begin{equation*}
\inf _{v \in L_{T}^{2}\left(\mathscr{T}, H_{0}^{1}(\mathscr{X})\right)} \mathscr{J}_{\rho}(v) \tag{5}
\end{equation*}
$$

where $\mathscr{J}_{\rho}(v)=\mathscr{J}(v)+\mathbb{E}\left[\frac{\rho}{2} \int_{\mathscr{X}}[g(T, x)-v(T, x)]_{+}^{2} d x\right]$.
Here and below, we denote by $[a]_{+}$the positive part of the real number $a$, i.e. $[a]_{+}=0$ if $a \leq 0$ and $[a]_{+}=a$ if $a \geq 0$.

When $\rho$ goes to infinity, the solution $u_{\rho}$ of problem (5) strongly converges to the solution $u$ of problem (4). The goal of the algorithm we described in the previous section is to calculate the solution $u_{\rho}$ of this regularized problem for a given value of the parameter $\rho$.

There exist several variants of the obstacle problem which could be tackled with our algorithm. We refer to [9] or [12] for such examples.

## DESCRIPTION OF THE ALGORITHM

We denote for all $(r, s) \in L_{T}^{2}(\mathscr{T}, \mathbb{R}) \times H_{0}^{1}(\mathscr{X})$,

$$
r \otimes s:\left\{\begin{array}{rlc}
\mathscr{T} \times \mathscr{X} & \rightarrow & \mathbb{R} \\
(t, x) & \mapsto r(t) s(x)
\end{array} .\right.
$$

In this case, our algorithm can be rewritten in the following form. Set $f_{0}=f$ and $g_{0}=g$ and define recursively $\left(r_{n}, s_{n}\right) \in$ $L_{T}^{2}(\mathscr{T}, \mathbb{R}) \times H_{0}^{1}(\mathscr{X})$ as

$$
\begin{equation*}
\left(r_{n}, s_{n}\right) \in \underset{(r, s) \in L_{T}^{2}(\mathscr{T}, \mathbb{R}) \times H_{0}^{1}(\mathscr{X})}{\operatorname{argmin}} \mathscr{E}_{n}(r \otimes s), \tag{6}
\end{equation*}
$$

with

$$
\begin{aligned}
\mathscr{E}_{n}(r \otimes s)= & \mathbb{E}\left[\frac{1}{2} \int_{\mathscr{X}}\left|\nabla_{x} r \otimes s(T, x)\right|^{2} d x\right] \\
& -\mathbb{E}\left[\int_{\mathscr{X}} f_{n-1}(T, x) r \otimes s(T, x) d x\right] \\
& +\frac{\rho}{2} \mathbb{E}\left[\int_{\mathscr{X}}\left[g_{n-1}(T, x)-r \otimes s(T, x)\right]_{+}^{2} d x\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& f_{n}=f_{n-1}+\Delta_{x}\left(r_{n} \otimes s_{n}\right) \\
& g_{n}=g_{n-1}-r_{n} \otimes s_{n}
\end{aligned}
$$

The fact that the iterations defined in (6) are well-defined and that the algorithm converges towards the desired result is a consequence of a more general result which we present in the next section.

## GENERAL THEORETICAL SETTING

Let us introduce a general setting which will contain as particular example the prototypical problem introduced in the previous section.

Let $V_{t}$ and $V_{x}$ be Hilbert spaces of real-valued functions respectively defined over $\mathscr{T}$ and $\mathscr{X}$. Let $\|\cdot\|_{t}$ and $\|\cdot\|_{x}$ be the norms of $V_{t}$ and $V_{x}$.

We define the following tensor product for all $(r, s) \in V_{t} \times V_{x}$,

$$
r \otimes s:\left\{\begin{array}{rlc}
\mathscr{T} \times \mathscr{X} & \rightarrow & \mathbb{R}  \tag{7}\\
(t, x) & \mapsto r(t) s(x)
\end{array}\right.
$$

which defines a real-valued function defined over $\mathscr{T} \times \mathscr{X}$.
We also denote $\Sigma=\left\{r \otimes s \mid(r, s) \in V_{t} \times V_{x}\right\}$.
Let $V$ be a Hilbert space of real-valued functions defined over $\mathscr{T} \times \mathscr{X}$. The scalar product of $V$ is denoted $\langle.,$.$\rangle and the$ associated norm is denoted $\|\cdot\|_{V}$.

Let $\mathscr{E}$ be a differentiable real-valued functional defined on $V$. For all $v \in V$, we denote by $\mathscr{E}^{\prime}(v)$ the gradient of $\mathscr{E}$ at $v$.

We make the following assumptions:
(A1) $\operatorname{Span}(\Sigma)$ is a dense subset of $V$ for $\|\cdot\|_{V}$
(A2) For all sequences of $\Sigma$ bounded in $V$, there exists a subsequence which weakly converges in $V$ towards an element of $\Sigma$.
(A3) The functional $\mathscr{E}$ is strongly convex for $\|.\|_{V}$, i.e. there exists a constant $\alpha \in \mathbb{R}_{+}^{*}$ for which

$$
\begin{equation*}
\forall v, w \in V, \mathscr{E}(v) \geq \mathscr{E}(w)+\left\langle\mathscr{E}^{\prime}(w), v-w\right\rangle+\frac{\alpha}{4}\|v-w\|_{V}^{2} \tag{8}
\end{equation*}
$$

The functional $\mathscr{E}$ is also said to be $\alpha$-convex.
(A4) The gradient of $\mathscr{E}$ is Lipschitz on bounded sets: for each bounded subset $K$ of $V$, there exists a non-negative constant $L_{K} \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\forall v, w \in V,\left\|\mathscr{E}^{\prime}(v)-\mathscr{E}^{\prime}(w)\right\|_{V} \leq L_{K}\|v-w\|_{V} \tag{9}
\end{equation*}
$$

The unique global minimizer of $\mathscr{E}$ on $V$ is denoted by $u \in V$. Its existence and uniqueness are ensured by the $\alpha$-convexity of the functional $\mathscr{E}$.

The algorithm introduced in (6) can then be rewritten in this context: the sequence $\left(\left(r_{n}, s_{n}\right)\right)_{n \in \mathbb{N}^{*}} \in\left(V_{t} \times V_{x}\right)^{\mathbb{N}^{*}}$ is defined recursively by

$$
\begin{equation*}
\left(r_{n}, s_{n}\right) \in \underset{(r, s) \in V_{t} \times V_{x}}{\operatorname{argmin}} \mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}+r \otimes s\right) . \tag{10}
\end{equation*}
$$

Throughout this article, we will denote for all $n \in \mathbb{N}^{*}$,

$$
\begin{equation*}
u_{n}=\sum_{k=1}^{n} r_{k} \otimes s_{k} . \tag{11}
\end{equation*}
$$

We have then the following theorem [8].
Theorem 1. Under the assumptions (A1), (A2), (A3) and (A4), the iterations of the algorithm are well-defined, in the sense that (10) has at least one minimizer $\left(r_{n}, s_{n}\right)$. Moreover, the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ strongly converges in $V$ towards $u$.

We have an even more general result in the case when the norm of $V$ satisfies the following property [8]:
(A5) There exist $\beta, \gamma \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\forall(r, s) \in V_{t} \times V_{x}, \beta\|r\|_{V_{t}}\|s\|_{V_{x}} \leq\|r \otimes s\|_{V} \leq \gamma\|r\|_{V_{t}}\|s\|_{V_{x}} \tag{12}
\end{equation*}
$$

Theorem 2. Let us suppose that the assumptions (A1), (A2), (A3), (A4) and (A5) hold true. We define recursively $\left(r_{n}, s_{n}\right) \in V_{t} \times V_{x}$ as a local minimum of $V_{t} \times V_{x} \ni$ $(r, s) \mapsto \mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}+r \otimes s\right)$ such that $\mathscr{E}\left(\sum_{k=1}^{n} r_{k} \otimes s_{k}\right)<$ $\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right)$.

In this case, the sequence $\left(\sum_{k=1}^{n} r_{k} \otimes s_{k}\right)_{n \in \mathbb{N}^{*}}$ still converges strongly in $V$ towards $u$.

Besides, in the finite dimensional case, we are able to prove that this algorithm converges exponentially fast [8].
Theorem 3. We consider the algorithm described in Theorem 2. We assume that $V_{t}$ and $V_{x}$ are finite-dimensional and that assumptions (A1), (A2), (A3) and (A4) are fulfilled. Then there exist two constants $\tau>0$ and $\sigma \in(0,1)$ such that,

$$
\begin{equation*}
0 \leq \mathscr{E}\left(u_{n}\right)-\mathscr{E}(u) \leq \tau \sigma^{n}, \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u-u_{n}\right\|_{V} \leq 2 \alpha^{-1 / 2} \tau^{1 / 2} \sigma^{n / 2} . \tag{14}
\end{equation*}
$$

## NUMERICAL RESULTS

In this section, we will describe how we implemented the algorithm we described in section 3 for the resolution of problem (5). We will then present the numerical results we obtained on a one-dimensional membrane problem with uncertainty.

## Implementation of the algorithm

Let $D \in \mathbb{R}^{l \times l}$ and $F, G \in \mathbb{R}^{k \times l}$ represent respectively the discretization by finite elements of the one-dimensional operator $-\partial_{x x}$ and the discretization by finite elements of functions $f$ and $g$. Problem (5) can be rewritten:

Find $U \in \mathbb{R}^{k \times l}$ such that
$U \in \underset{V \in \mathbb{R}^{k \times l}}{\operatorname{argmin}} \frac{1}{2} V D: V-F: V+\frac{\rho}{2}[G-V]_{+}:[G-V]_{+}$,
where for $A, B \in \mathbb{R}^{k \times l}, A: B=\operatorname{Tr}\left(A B^{T}\right)=\sum_{1 \leq i \leq k} \sum_{1 \leq j \leq l} A_{i j} B_{i j}$. This problem is equivalent to:

Find $U \in \mathbb{R}^{k \times l}$ such that $U D=F+\rho[G-U]_{+}$.

Our algorithm can then be rewritten as:
Choose a threshold $\varepsilon>0$ and set $F_{0}=F, G_{0}=G$. At iteration $n \geq 1$ :

1) Find $R_{n}$ and $S_{n}$ two vectors respectively in $\mathbb{R}^{k}$ and $\mathbb{R}^{l}$ such that:

$$
\left(R_{n}, S_{n}\right) \in \underset{(R, S) \in \mathbb{R}^{k} \times \mathbb{R}^{l}}{\operatorname{argmin}} \mathscr{E}_{n}(R, S),
$$

with

$$
\begin{aligned}
\mathscr{E}_{n}(R, S)= & \frac{1}{2}\left(R S^{T}\right) D:\left(R S^{T}\right)-F_{n-1}:\left(R S^{T}\right) \\
& +\frac{\rho}{2}\left[G_{n-1}-R S^{T}\right]_{+}:\left[G_{n-1}-R S^{T}\right]_{+}
\end{aligned}
$$

2) Set $F_{n}=F_{n-1}-\left(R_{n} S_{n}^{T}\right) D$, and $G_{n}=G_{n-1}-R_{n} S_{n}^{T}$.
3) If $\left\|F_{n}-\rho\left[G_{n}\right]_{+}\right\| \geq \varepsilon$, proceed to iteration $n+1$. Otherwise, stop.

The remaining question is how can we compute the solution $\left(R_{n}, S_{n}\right)$ at step 1? The following section will describe this critical step.

## Computing $\left(R_{n}, S_{n}\right)$

Fixed-point procedure Let us first describe the method which is generally [6] used in the singular value decomposition case. We fix a given matrix $M \in \mathbb{R}^{k \times l}$. The goal of the singular value decomposition is to apply our greedy algorithm to the energy $\mathscr{E}(V)=\|M-V\|_{V}^{2}$ for $V \in \mathbb{R}^{k \times l}$.

The algorithm for singular value decomposition can be rewritten in the following form.

Choose a threshold $\varepsilon>0$ and set $M_{0}=M$. At iteration $n \geq 1$,

1) Find two vectors $R_{n}$ and $S_{n}$ respectively in $\mathbb{R}^{k}$ and $\mathbb{R}^{l}$ such that

$$
\begin{equation*}
\left(R_{n}, S_{n}\right) \in \underset{(R, S) \in \mathbb{R}^{k} \times \mathbb{R}^{l}}{\operatorname{argmin}}\left\|M_{n-1}-R S^{T}\right\|_{V}^{2} \tag{15}
\end{equation*}
$$

2) Set $M_{n}=M_{n-1}-R_{n} S_{n}^{T}$.
3) If $\left\|M_{n}\right\|_{V} \geq \varepsilon$, proceed to iteration $n+1$. Otherwise, stop.

In the case when we have for all $(R, S) \in \mathbb{R}^{k} \times \mathbb{R}^{l},\left\|R S^{T}\right\|_{V}=$ $\|R\|_{V_{t}}\|S\|_{V_{x}}$, the Euler-Lagrange equations associated to this problem can be rewritten as

$$
\left\{\begin{array}{l}
\left\|S_{n}\right\|_{V_{x}}^{2} R_{n}=M_{n-1} S_{n}, \\
\left\|R_{n}\right\|_{V_{t}}^{2} S_{n}=\left(M_{n-1}\right)^{T} R_{n} .
\end{array}\right.
$$

The method which is generally used (see for example [6]) to solve these Euler-Lagrange equations is a fixed-point algorithm.

The fixed-point procedure then simply reads (for a fixed $n$ ): at iteration $m \geq 0$, compute two vectors $\left(R_{n}^{m}, S_{n}^{m}\right) \in \mathbb{R}^{k} \times \mathbb{R}^{l}$ such that

$$
\left\{\begin{array}{cc}
\left\|S_{n}^{m}\right\|_{V_{X}}^{2} R_{n}^{m+1}= & M_{n-1} S_{n}^{m},  \tag{16}\\
\left\|R_{n}^{m+1}\right\|_{V_{t}}^{2} S_{n}^{m+1} & =\left(M_{n-1}\right)^{T} R_{n}^{m+1} .
\end{array}\right.
$$

One can check that this procedure is similar to the power method to compute the largest eigenvalues (and associated eigenvectors) of the matrix $\left(M_{n-1}\right)^{T} M_{n-1}$.

One could think of transposing this fixed-point procedure to the case of the obstacle problem we consider in this article. In our case, the Euler-Lagrange equations

$$
\left\{\begin{array}{l}
\left(R_{n}: R_{n}\right) D S_{n}=F_{n-1}^{T} R_{n}+\rho\left[G_{n-1}-R_{n} S_{n}^{T}\right]_{+}^{T} R_{n}, \\
\left(D S_{n}: S_{n}\right) R_{n}=F_{n-1} S_{n}+\rho\left[G_{n-1}-R_{n} S_{n}^{T}\right]_{+} S_{n} .
\end{array}\right.
$$

could be solved with a fixed point algorithm, which, at iteration $m$, might be written as

$$
\left\{\begin{aligned}
\left(R_{n}^{m}: R_{n}^{m}\right) D S_{n}^{m+1} & =\quad F_{n-1}^{T} R_{n}^{m}+\rho\left[G_{n-1}-R_{n}^{m} S_{n}^{m T}\right]_{+}^{T} R_{n}^{m}, \\
\left(D S_{n}^{m+1}: S_{n}^{m+1}\right) R_{n}^{m+1} & =F_{n-1} S_{n}^{m+1}+\rho\left[G_{n-1}-R_{n}^{m} S_{n}^{m+1, T}\right]_{+} S_{n}^{m+1} .
\end{aligned}\right.
$$

However, we have checked numerically that such a fully-explicit algorithm did not converge for large values of the parameter $\rho$. Fig 2 represents an example of the evolution of the convergence criterion $\left\|R_{n}^{m} S_{n}^{m T}-R_{n}^{m+1} S_{n}^{m+1, T}\right\|$ in the numerical case which is detailed in the subsection One-dimensional membrane problem. This issue might be solved by considering an implicit formulation of the algorithm but we did not test such a formulation. We prefered a more general approach (in the sense that it can be easily computed whatever the functional $\mathscr{E}$ ) and that it respects the general setting of Theorem 2.

Minimization procedure The approach we adopted then was the following. We choose to set an initial pair $\left(R_{n}^{0}, S_{n}^{0}\right) \in$ $\mathbb{R}^{k} \times \mathbb{R}^{d}$ and then perform a gradient algorithm to find a local minimum of the function

$$
\frac{1}{2}\left(R S^{T}\right) D:\left(R S^{T}\right)-F_{n-1}:\left(R S^{T}\right)+\frac{\rho}{2}\left[G_{n-1}-R S^{T}\right]_{+}:\left[G_{n-1}-R S^{T}\right]_{+}
$$

The main difficulty is to find a proper initial pair $\left(R_{n}^{0}, S_{n}^{0}\right)$ such that

$$
\begin{aligned}
& \frac{1}{2}\left(R_{n}^{0} S_{n}^{0 T}\right) D:\left(R_{n}^{0} S_{n}^{0 T}\right)-F_{n-1}:\left(R_{n}^{0} S_{n}^{0 T}\right) \\
& +\frac{\rho}{2}\left[G_{n-1}-R_{n}^{0} S_{n}^{0 T}\right]_{+}:\left[G_{n-1}-R_{n}^{0} S_{n}^{0 T}\right]_{+} \\
& \quad<\frac{\rho}{2}\left[G_{n-1}\right]_{+}:\left[G_{n-1}\right]_{+},
\end{aligned}
$$



FIGURE 2. CONVERGENCE CRITERION OF THE FULLYEXPLICIT FIXED-POINT PROCEDURE.
to ensure that the energy decreases.
Let us describe our approach in the continuous setting with the notations used in the previous sections. It then consists in finding a pair $\left(r_{n}^{0}, s_{n}^{0}\right) \in V_{t} \times V_{x}$ such that

$$
\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}+r_{n}^{0} \otimes s_{n}^{0}\right)<\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right)
$$

We notice that for $(r, s) \in V_{t} \times V_{x}$, and $\varepsilon>0$, we have

$$
\begin{gathered}
\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}+\varepsilon r \otimes s\right)-\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right) \\
=\varepsilon\left\langle\mathscr{E}^{\prime}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right), r \otimes s\right\rangle+o(\varepsilon)
\end{gathered}
$$

for $\varepsilon$ small enough.
The idea is then to find a pair $(r, s) \in V_{t} \times V_{x}$ such that $\mathscr{E}^{\prime}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}, r \otimes s\right\rangle<0$ so that there exists $\varepsilon>0$ small enough so that $\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}+\varepsilon r \otimes s\right)-\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right)<0$. Then, $r_{n}^{0} \otimes s_{n}^{0}=\varepsilon r \otimes s$ is a good initial guess.

Let us first consider the pair $\left(\overline{r_{n}^{0}}, \overline{s_{n}^{0}}\right) \in V_{t} \times V_{x}$ such that

$$
\left(\overline{r_{n}^{0}}, \overline{s_{n}^{0}}\right) \in \underset{(r, s) \in V_{t} \times V_{x}}{\operatorname{argmin}} \frac{1}{2}\left\|\mathscr{E}^{\prime}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right)-r \otimes s\right\|_{V}^{2}
$$

In other words, we consider $\left(\overline{r_{n}^{0}}, \overline{s_{n}^{0}}\right)$ the first term of the singular value decomposition of $\mathscr{E}^{\prime}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right)$ in $V$. The EulerLagrange equations then imply

$$
\begin{gathered}
-\left\langle\mathscr{E}^{\prime}\left(u_{n-1}\right)-\overline{r_{n}^{0}} \otimes \overline{s_{n}^{0}}, \overline{r_{n}^{0}} \otimes \overline{s_{n}^{0}}\right\rangle=0 \\
\left\langle\mathscr{E}^{\prime}\left(u_{n-1}\right), \overline{r_{n}^{0}} \otimes \overline{s_{n}^{0}}\right\rangle=\left\|\overline{r_{n}^{0}} \otimes \overline{s_{n}^{0}}\right\|_{V}^{2}>0
\end{gathered}
$$

By taking $r_{n}^{0} \otimes s_{n}^{0}=-\varepsilon \overline{r_{n}^{0}} \otimes \overline{s_{n}^{0}}$, there exists then $\varepsilon>0$ small enough such that

$$
\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}-\varepsilon \overline{r_{n}^{0}} \otimes \overline{s_{n}^{0}}\right)-\mathscr{E}\left(\sum_{k=1}^{n-1} r_{k} \otimes s_{k}\right)<0
$$

In the discrete case associated to problem (5), $\left(\overline{R_{n}^{0}}, \overline{S_{n}^{0}}\right)$ is obtained by taking the first term of the singular value decomposition of the matrix $F_{n-1}+\rho\left[G_{n-1}\right]_{+}$. This can be done with a fixed point procedure similar to (16).

## One-dimensional membrane problem

In this section, we present the results we obtained with this algorithm on the following membrane problem.

We suppose $\mathscr{X}=\mathscr{T}=(0,1)$. We consider a random variable $T$ following a uniform law of probability on the interval $(0,1)$. We wish to study problem (4) with the following values for $f$ and $g$,

$$
\begin{gathered}
\forall(t, x) \in(0,1)^{2}, f(t, x)=-1 \\
\text { and } g(t, x)=t[\sin (3 \pi x)]_{+}+(t-1)[\sin (3 \pi x)]_{-} .
\end{gathered}
$$

We denoted by $[a]_{-}$the negative part of $a \in \mathbb{R}$, i.e. $[a]_{-}=0$ if $a \geq 0$, and $[a]_{-}=-a$ if $a \leq 0$.

This represents the problem of a rope attached at $x=0$ and $x=1$ and subjected to gravity. The term $f(t, x)$ represents the external forces that are applied to the rope. Here they are chosen to be constant in order to model gravity. This rope rests upon obstacles whose altitudes are given by $g(t, x)$. The quantity $u(t, x)$ then represents the altitude of the rope at absciss $x$ when the random parameter $T=t$.

We choose to approximate this problem by problem (5) with parameter $\rho=2500$. Unfortunately, we were not able to perform simulations for larger values of $\rho$. Indeed, if we try to increase more the parameter $\rho$, we will encounter classical problems of penalization methods, that is the ill-conditioning of the computed matrices.


FIGURE 3. ALTITUDE OF THE OBSTACLES.

The solution we obtain for $u$ is then not exactly equal to the solution of problem (4). Indeed, this is due to the fact that we approximate a solution $u_{\rho}$ of the penalized problem (5) for $\rho=2500$. This is the main drawback of our method: we do not approximate directly the solution of the initial obstacle problem but the solution of a close regularized problem. In fact, error estimations are well-known in the case of such penalized problems [10] [9]. There exists a constant $C>0$ independent of $\rho$ such that $\left\|u-u_{\rho}\right\|_{V} \leq C \frac{1}{\rho}$.

The problems which are related to penalization methods (that is the ill-conditioning of matrices and the computation of an approximate solution) are well-known. To tackle this problem, other iterative methods have been developped [11] [12] such as augmented-lagrangian algorithms, which avoid the problem of ill-conditioned matrices and converge towards the real solution of the initial obstacle problem. The extension of our work which consists in combining our greedy algorithm with such methods is work in progress.

Here, we provide the numerical results we obtained by using the penalization setting we described earlier. The problem was discretized with a regular mesh and $\mathbb{P}_{1}$ finite elements in each direction. We choose $k=l=40$ as discretization parameters.

Fig. 3 represents the altitude of the obstacles given by $g(t, x)$ for $(t, x) \in[0,1]^{2}$.


FIGURE 4. EVOLUTION OF THE ENERGY AND OF THE $V$ NORM OF THE RESIDUAL.


FIGURE 5. ALTITUDE OF THE ROPE.

We then applied the algorithm described in the previous sections with the following stopping criterion: $\left\|F_{n}+\rho\left[G_{n}\right]_{+}\right\|_{V}<$ $10^{-4}$ with $\|A\|_{V}=\sqrt{\operatorname{Tr}\left(A A^{T}\right)}=\sqrt{\sum_{i=1}^{k} \sum_{j=1}^{l} A_{i j}^{2}}$ for $A \in \mathbb{R}^{k \times l}$.

Fig. 4 represents the evolution of $\log _{10}\left(\mathscr{E}\left(u_{n}\right)-\mathscr{E}(u)\right)$ and of $\log _{10}\left(\left\|F_{n}+\rho\left[G_{n}\right]_{+}\right\|_{V}\right)$.

We can see that our algorithm captures very quickly the main modes of the solution and that both the energy and the $V$-norm of the residue $\left\|F_{n}+\rho\left[G_{n}\right]_{+}\right\|_{V}$ converges exponentially fast, as predicted by Theorem 3.

Fig. 5 represents the results obtained for the solution $u(t, x)$.

Fig. 6 represents the number of terms that are computed in the expansion (11) for different values of $k=l$ and of $\rho$. We can see that, the larger $\rho$ is the more terms need to be computed in order to obtain a fixed level of precision $\varepsilon=10^{-4}$ in the approximation. This is another issue which would be solved with the use of augmented-lagrangian methods instead of penalized formulations.


FIGURE 6. RATE OF CONVERGENCE AS A FUNCTION OF $\rho$.

## CONCLUSION

In this article, we presented a greedy algorithm based on variable decomposition aiming at computing the global minimum of a strongly convex energy functional. We proved that, provided that the gradient of the energy is Lipschitz on bounded sets, and that the Hilbert spaces considered satisfy assumptions (A1) and (A2), then the approximation given by our algorithm strongly converges towards the desired result. One of the main advantage of the algorithm is that it can deal with highly nonlinear problems. We also proved that in finite dimension, this algorithm converges exponentially fast.

We applied this algorithm in the context of uncertainty quantification in obstacle problems. In this frame, we considered regularizations of this kind of problems by penalization methods. Indeed, the obstacle problem can be approximated by a global minimization problem defined over the entire Hilbert space of some strongly convex energy functional where the constraints of the initial problem are replaced by penalization terms in the expression of the functional. Our algorithm gives a good approximation of the solutions of the regularized problem. However, the problem of ill-conditioned matrices, which is inherent to penalization methods, limits the accuracy with which we can approach the solution of the initial obstacle problem.

A way to circumvent this problem could be to use augmented Lagrangian methods (see [11], [12] or [9]) instead of penalization methods. Indeed, the former algorithms converge towards the true solution of the initial obstacle problems. The adaptation of our algorithm to such methods is actually work in progress.

Another extension of our work would be to consider other problems than obstacle problems. In [4], a similar algorithm based on Proper Generalized Decomposition is used to study uncertainty quantification upon a Burger type equation. We think
that it could be possible to extend our proof of convergence in the case of such hyperbolic systems.
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