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ABSTRACT 
 

A critical design consideration for the Haystack Ultrawide-
band Satellite Imaging Radar's (HUSIR) with respect to its 
performance at W-band is thermal distortion.  This is because 
thermal distortion affects the surface accuracy of a parabolic 
reflector.  For example, an extremely tight surface tolerance, 
~100 microns root-mean-squared, is required to obtain 
antenna performance efficiency close to 85 percent.  Thermal 
control is one method for mitigating this distortion.  Cost 
effective thermal control relies on a model that rapidly and 
accurately predicts the antenna’s temperature.  This work 
develops a simplified analytical model to predict the surface 
temperature of a metal antenna based on external diurnal 
temperature variations.  The thermal energy balance of the 
radome/antenna captures the radome enclosed antenna 
temperature transients.  This study also includes a parametric 
investigation to quantify the sensitivity of the model with 
respect to convection coefficients.  The developed model 
generates results for four months, (February, April, August, 
and October).  We compare some of these results to 
experimental measurements. 

1 INTRODUCTION 
 

As part of the Haystack Ultrawide-band Satellite Imaging 
Radar (HUSIR) project, the Air Force plans to upgrade the 
existing Haystack tracking and imaging radar to increase its 
resolution for imaging satellites.  The Haystack antenna, 
which was designed in 1960 and is located in Massachusetts 
and straddles the towns of Westford, Groton and Tyngsboro, is 
a fully steerable, altitude-over-azimuth-Cassegrain, radome-
enclosed antenna that is still in operation today and is utilized 
by several government organizations including the Joint Space 
Operations Center and the National Air and Space Intelligence 
Center [1].  The Air Force provided funding to Massachusetts 
Institute of Technology/Lincoln Laboratory (MIT/LL) to 

upgrade the existing Haystack antenna from X-band to both 
X-band and W-band.  Because HUSIR is located in New 
England and subjected to the area’s ever changing weather 
conditions, the impact of the four seasons plays a significant 
role in W-band performance. 
The new radar will be capable of both X- and W-band.  The 
W-band capability requires a smoother surface tolerance than 
the current Haystack antenna.  The mitigation of thermal 
distortion is a necessity for high frequency antennas.  
According to the Ruze equation [2], equation 1, the surface 
tolerance required at W-band for an 85 % efficiency is 
approximately 100 um measured from the nominal parabolic 
surface.  Where na is the efficiency of the surface, λ is the 

wavelength, and  is the square root of the mean-squared-half-
pathlength deviation of the reflecting surface from the nominal 
parabolic surface. 
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In this design, human comfort is not of paramount importance.  
To develop an effective heating, ventilation and air 
conditioning (HVAC) system while minimizing energy costs, 
a designer must understand the antenna’s transient temperature 
variations.  The gradient temperature distortion due to air 
stratification and the changes in reference temperature were 
minor when compared to the diurnal changes.  Considerable 
research has been conducted in gradient models of large 
enclosures, stadiums and aircraft hangers [3,4,5].  If necessary, 
the modeling approach may be improved by implementing 
these methods.  Changes from a reference temperature or built 
temperature are not as concerning since effective 
compensation can be performed with regard to homologous 
deformation.  The diurnal temperature variations are most 
detrimental to the antenna performance and therefore 
presented herein. 
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Unfortunately, the availability of literature on internal thermal 
analysis of dome-enclosed antennas is quite limited.  What is 
available pertains to the thermal behavior of antenna back-
structure enclosed telescopes for high precision radio 
telescopes [6,7].  Particularly interesting among this material 
is the sub-reflector compensation method that utilizes 
temperature fields [8].  This compensation method would 
alleviate some of the demands on the HVAC system.  The 
focus of the literature available differs from that of our current 
design challenge entailing the radome, which involves a large 
volume of air. 
 
Considerably complex approaches for thermal characterization 
of buildings [9] can be implemented.  Although use of 
computational fluid dynamics (CFD) may be most accurate, it 
would not be practical in terms of the amount of time required 
to implement it with a controlling algorithm.  The benefit of a 
simple analytical model is that it offers quick computing time 
and stability.  This is especially true when compared to CFD 
models where it would be impractical to implement these 
models in a control algorithm due to the time required to 
compute the field.  Furthermore, Gao [10] showed good 
comparison between multi-layer models and CFD simulations.  
Multi-zone network models [11] and zonal models [12] may 
be also appropriate.  It is also worthwhile to mention that a 
logical progression of this work is the adaptation of methods 
in airflow and thermal transport in a large dome employing a 
three-dimensional thermal and airflow (3D-TAF) model [13]. 
The analytical model applied herein uses approaches similar to 
greenhouse analyses [14].  The developed model represents 
the radome as a large, single cell building.  This first-order 
method has relatively low computational costs and is simple to 
implement. 

2 SEASONAL MEAN DAILY VARIATIONS 

The prime contractor, MIT/LL collected the daily outdoor 
temperatures for 2006.  The monthly mean daily temperature 
variations for the four months representing winter, spring, 
summer, and autumn were computed and plotted as a function 
of Greenwich Mean Time, Fig. 3. 
 

 
 

Figure 1.  Monthly mean diurnal variation for 2006.  
Daily temperature cycles representative of four seasons. 
 

Diurnal temperatures illustrate a periodic characteristic that 
lends itself to harmonic representation via Fourier series.  The 
coldest month, February, has the least fluctuation in terms of 
daily temperature swings, while the warmest month, August, 
has the most fluctuation.  There is less variation in the 
nighttime temperature.  The correlation is that solar heat 
contributes notably to the daily variation. 
 
The pattern of the Sun rising and setting drives the diurnal 
temperature cycle.  The intensity and solar heat flux vary 
depending on the time of day as well as the time of year.  
Variations throughout the year are connected to the Earth’s tilt 
with respect to the Sun.  Fig.  2 plots the intensity attained 
from ASHREA standard [15]. 
 

 
Figure 2.  Daily solar intensity pattern at 40 deg North 

Latitude. 
 

Due to the periodic nature of the ambient temperatures and the 
solar intensity, the resultant temperature in the radome is also 
periodic.  Therefore, it is reasonable to represent the data 
using Fourier series with sixth-degree trigonometric 
polynomial approximation.  Six harmonics proved adequate 
for this case as shown in Fig. 2 and Fig. 3 by comparison of 
the fitted curve from Fourier series and measured curves.  The 
following sections will apply these approximations to acquire 
analytical estimations.  

3 RADOME/ANTENNA SCHEMATIC AND 
TRANSIENT AIR ANALYTICAL MODELFINITE 
ELEMENT FORMULATION  

This section provides an analytical model derived from 
fundamental heat transfer equations.  In particular, the work 
commences with an energy balance of the external ambient air 
and the internal radome air as well as an energy balance of the 
internal air and surface temperature of the antenna structure.  
These two differential equations are combined to form a single 
second order governing equation. 
 
The radome houses the antenna structure and protects it from 
the external environment, Fig. 3.  In the present model, the 
mass of the antenna structure, ms, and the air, ma, are 280670 
kg and 55760 kg, respectively.  The specific heat of the 
structure, Cps, and the air, Cpa, are evaluated at 750 and 1000 
J/kg K, respectively.  The surface area of the radome, Ar, and 
the structure, As, are to be 5830 and 2615 m

2
, respectively. 
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Figure 3.  Schematic diagram of radome/antenna  
 

The Sun’s radiation projects onto the radome.  In this study, 
the truncation at the bottom of the radome is not significant 
and therefore was not taken into account in the following 

equations.  The projected area is simply R
2
, where R is the 

radome’s radius.  Subtraction of the projection area from the 
total area produces the shaded area.  A white radome reflects 
68% of solar incident energy [18].  Therefore, the energy 
absorbed by the radome’s surface is equal to 32%.  Not all of 
the absorbed energy enters the radome enclosure; some heat 
convects off the external surface.  Based on the 1/3 ratio of 
external to internal convection coefficient, this analysis 
assumes approximately 10% of the Sun’s radiation is absorbed 
into the radome enclosure. 
 
A convection heat transfer equation [16] was employed to 
calculate the temperature of the internal air, Ta, for a given 
external ambient temperature, T∞, equation 2.  Thermal 
conduction through the radome wall is a minor impedance to 
the heat transfer.  Therefore, it is reasonable not to include this 
term. 
 

 artotprojsolar
a

paa TTAhAQ
dt

dT
Cm  

                                   (2) 

 
We assume the heat convection equation also governs the heat 
transfer to the surface of the antenna structure, Ts, from the 
internal air, equation 3. 

 

 sasa
s

pss TTAh
dt

dT
Cm                                                       (3) 

 
We reduce this pair of first order differential equations to a 
second order differential equation by solving for Ta in 
equation 3 and substitute back into equation (2) to get 
equation 4. 
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Since a Fourier series can represent the solar loading and 
external ambient temperatures on the left hand side of 
equation 4, the temperature on the surface of the antenna 
results in a periodic solution to equation 4, equation 5. 
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where  hrnn 24/2  , 
ortotprojosolaro TAhAQA __  , 

AnrtotprojAnsolarn TAhAQA __  , and 

BnrtotprojBnsolarn TAhAQB __ 
 

 
The constants T∞_An, T∞_Bn, Qsolar_An, and Qsolar_Bn for 
equation 5 are provided in the appendix. These values for 
ambient temperature and solar intensity were obtained from 
the temperature measurements and the ASHRAE data, shown 
previously in Figure 1 and 2, respectively. 
Coefficients for convective heat transport are typically 
difficult to quantify.  As part of this study, we investigated the 
surface convection coefficient for the external radome surface 
when subjected to wind and solar conditions to determine the 
appropriate value.  This investigation consisted of values 
calculated from analytical methods [17], values computed in a 
CFD model of the airflow over the radome, recommended 
values by the radome manufacturer [18], and values calculated 
from measurements.  Table 1 provides a summary of these 
values. 
 

 3 Mile per Hour 15 Mile per Hour 

Flat Plate Calculated 7.5 27 

Sphere (windward) 0.8 1.9 

CFD Summer (max) 4.9 18.2 

CFD Winter (max) 5.0 19.3 

Analysis Free Convection 2.7 

Empirical Summer Overall 7.6 

Table.  Convection Coefficient Summary, W/m
2
K  

 
Based on the data reviewed, it was determined that the average 
convection coefficients of 5 internally and 15 W/m

2
K 

externally provided the most realistic description data 
evaluated. 

 

4 RESULTS AND DISCUSSION 

This section presents and discusses the calculated results of 
the developed analytical model when predicting the diurnal 
antenna surface temperature.  The model predicts the 
temperature variation for the four months representative of 



 4 Copyright © 2010 by ASME 

spring, summer, fall, and winter.  The model takes into 
account periodic behavior as well as transient behavior. 
Fig. 4 plots the mean of the actual temperature profile on the 
antenna structure, Ts Measured, estimated from August data 
collected at five locations on the antenna; top, bottom, left, 
right, and center.  Error bars represent the standard deviation 
of this data.  This deviation is an indication of the gradients in 
the vertical and horizontal direction.  Also plotted in this 
figure are the external ambient temperature, T∞, and the 
predicted antenna surface temperature, Ts Predicted.  
Although there appears to be close agreement between the 
predicted and measured values, there is some peculiarity with 
the responsiveness of the measured data when compared to the 
external temperatures.  For this reason, the analytical model 
appears more realistic than the measure data.   
 

 
Figure 4.  Comparison of measured and predicted 

temperatures for August, 2006. 
 
The discrepancy, a two to three hour time lag between the 
measured and predicted values, was more apparent during 
sunrise.  This indicates that the temperature sensors located on 
the antenna surface may require better insulation.  Another 
hypothesis for this sensitivity is that the contribution of the 
solar radiation transmission through the radome, 
transmissivity, may be more significant than originally 
anticipated.  The radome manufacturer estimated the radiation 
to be approximately 0.3% of the solar load, negligible to these 
estimations [18].  Notwithstanding this anomaly, the measured 
data still provides a degree of validation for this model. 
 
Heat transfer coefficients are difficult to predict due to the 
dependence on airflow and geometry location.  This study 
sought to explore the sensitivity of heat transfer coefficients 
for the radome and the antenna.  The range of external values 
on the radome due to 3 Mile per hour, 15 Mile per hour wind, 
and natural convection was from 2 W/m

2
K to 30 W/m

2
K.  Fig. 

2 illustrates the model’s sensitivity to the convection 
coefficient at the radome’s surface, ho, and at the antenna’s 
surface, ha.  Fig. 5 presents the results calculated with antenna 
coefficients of 5 and 10 W/m

2
K using the derived analytical 

model.  This variation has a minor impact when taken into 
account for accuracy.  A notable impact to the prediction 
occurs at low radome convection coefficients.  The low 
coefficient of 2 W/m

2
K is not typical and should be viewed as 

a rare upper bound. 

 
Figure 5.  Sensitivity of the convection coefficients. 

 
Fig. 6 plots the external temperatures for February, April, 
August, and October along with the periodic antenna surface 
temperatures calculated with the analytical model.   
 

 
Figure 6.  Predicted antenna diurnal temperature 

variations for February, April, August, and October are 
plotted along with measured external temperatures. 

 
Fig. 6 does not include the particular contribution of the 
second order differential equation.  The April and October 
data are in close agreement as expected. 

 
Since the antenna is comprised of various sized truss 
members, each member reaching thermal equilibrium at a 
different rate based primarily on cross-sectional geometric 
properties.  Fig. 6 illustrates that the greatest temperature 
variations occur during the summer months.  Hence, most 
distortion could occur during the summer months and the least 
amount during the winter months. 
 

5 CONCLUDING REMARKS 

This study developed a simplified analytical model at the 
macroscopic flow level for predicting the temperature 
variations of the antenna structure.  This model shows 
promising features in serving as a simple tool to predict the 
radome’s internal temperatures.  This represents an advantage 
over methods that are too computationally intensive (e.g. 
CFD).  Hence, it can lead to cost effective design and control 
of a HVAC system.  Diurnal temperature measurements 
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presented validate this model.  Further work is to improve the 
accuracy of this model via multi-zone approximation and 
possibly comparison to CFD. 
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8 APPENDIX A: FOURIER SERIES CONSTANTS 

The Fourier series constants for equation 5 are given as 
follows: 
 

 
oT _

 

February 2.74E+02 

April 2.83E+02 

August 2.96E+02 

October 2.84E+02 
 

AnT _
 

n February April August October 

1 1.04E+00 1.37E+00 1.69E+00 1.32E+00 
2 -9.20E-01 -1.20E+00 -9.67E-01 -1.03E+00 

3 2.88E-01 1.67E-01 -7.40E-02 1.66E-01 

4 -1.98E-01 -1.53E-01 -3.06E-01 -3.70E-01 
5 -1.01E-02 -1.57E-02 -1.96E-01 -4.40E-02 

6 -5.96E-02 -1.94E-01 -7.93E-02 -9.84E-02 

BnT _
 

n February April August October 

1 -1.80E+00 -3.93E+00 -5.04E+00 -3.79E+00 
2 5.66E-03 3.56E-01 -8.40E-02 3.13E-01 

3 7.10E-02 -3.18E-02 -6.56E-01 -2.57E-01 

4 -4.20E-02 2.01E-01 1.84E-01 1.14E-01 
5 1.77E-01 -4.62E-02 -1.95E-01 1.60E-01 

6 1.36E-01 1.94E-01 2.06E-01 2.97E-01 

 

 
osolarQ _
 

February 2.86E+02 

April 3.16E+02 

August 3.09E+02 

October 2.76E+02 

 

AnsolarQ _
 

n February April August October 

1 -2.36E+02 -2.49E+02 -2.43E+02 -2.30E+02 

2 -1.24E+02 -1.08E+02 -1.04E+02 -1.24E+02 
3 4.33E+01 7.39E+00 5.86E+00 5.09E+01 

4 2.17E+01 1.88E+01 1.81E+01 1.97E+01 

5 1.43E+01 1.01E+00 6.32E-01 1.55E+01 
6 9.71E+00 1.42E+01 1.39E+01 6.30E+00 

BnsolarQ _
 

n February April August October 

1 -4.09E+02 -4.31E+02 -4.20E+02 -3.98E+02 

2 2.14E+02 1.86E+02 1.80E+02 2.15E+02 
3 1.43E-13 1.45E-13 1.34E-13 1.40E-13 

4 3.75E+01 3.25E+01 3.14E+01 3.41E+01 

5 -2.48E+01 -1.74E+00 -1.09E+00 -2.69E+01 
6 2.81E-13 2.91E-13 2.89E-13 2.83E-13 

 


